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About the Cisco Validated Design Program
The Cisco Validated Design (CVD) program consists of systems and solutions designed, tested, and
documented to facilitate faster, more reliable, and more predictable customer deployments. For more

information, go to: http://www.cisco.com/go/designzone.
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Executive Summary

Today’s digitally transformed world is driven by the creativity, speed, and agility of applications and information.
As organizations create, use, and manage increasingly higher volumes of data residing everywhere—across
hybrid clouds and multiclouds—keeping it safe from ransomware attacks and making it available and productive
to the business have become complex and costly. Moreover, today, 46 percent of organizations rely on backup
and recovery infrastructure designed in, or before, 2010. Complexities for data management increase because
legacy, point solutions no longer work, driving up infrastructure costs and introducing more data silos that
expand the attack surface for ransomware. Organizations are grappling with rising security and compliance risks
from data residing everywhere and the preparedness to recover rapidly from a data breach.

Cohesity on Cisco UCS X-Series Modular System with Cisco Intersight is a modern, future-ready backup and
recovery solution. Moving beyond the limits of traditional platforms, Cisco UCS X-Series Modular Systems
provides functionalities of both blade and rack servers by offering compute density, storage capacity, and
expandability in a single system, embracing a wide range of workloads in your data center making it a great way
to unleash the power of Cohesity DataProtect. Cisco UCS X-Series Modular Systems equipped with all flash
storage provides exceptional backup and recovery performance critical during any outages and data-loss
incidents such malicious ransomware attacks. This combined with Cohesity DataProtect’s immutable backup
snapshots, WORM, data encryption, multi-factor authentication, and granular role-based access controls
provides a flexible, hyperscale, software-defined backup and recovery solution that simplifies and modernizes
data protection to thwart data loss.

This Cisco Validated Design and Deployment Guide provides prescriptive guidance for the design, setup,
configuration, and ongoing use of the Cohesity DataProtect on the Cisco UCS X-Series Modular System. This
unique integrated solution provides industry-leading data protection and predictable recovery with modern
cloud-managed infrastructure that frees you from yesterday’s constraints by future-proofing your data.
Additionally, this solution is delivered as Infrastructure as Code (IaC) to eliminate error-prone manual tasks,
allowing quicker and more consistent solution deployments.

For more information on joint Cisco and Cohesity solutions, see https://www.cohesity.com/products/cisco/.
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Solution Overview
This chapter contains the following:

o Audience

o Purpose of this Document
¢ Solution Summary

As cyber threats continue to rise, the protection of data sets and workloads is fundamental for any workload,
whether it's running on a core data center, edge, or remote site, or in the cloud. However, one of the key
challenges for IT and backup administrators is the ability to recover mission-critical applications within the
service-level agreements (SLAs), especially during a ransomware attack. Customers are seeking an optimized
All Flash data protection solution that not only provides fast recoveries but is also secure, easy to manage and
deploy, scalable, efficient, and, most importantly, future ready.

The Cohesity Data Cloud on Cisco UCS X-Series Modular System helps you to overcome these challenges by
providing an All Flash data protection solution. This integrated solution comprehensive data security and
management capabilities to keep your data safe and your business resilient, and to let you do more with your
data, thus reducing your total cost of ownership (TCO). Equally importantly, it delivers incredibly fast
performance for comprehensive data management services such as backup and recovery, disaster recovery, file
and object services, dev/test, and analytics.

Audience

The intended audience for this document includes, but is not limited to, sales engineers, field consultants,
professional services, IT managers, IT engineers, partners, and customers who are interested in learning about
and deploying an All Flash, secure, and scalable data protection solution for backup and recovery of workloads.

Purpose of this Document

This document describes the design, configuration, deployment steps for the Cohesity Data Cloud Cisco X-
Series modular platform managed through Cisco Intersight.

Solution Summary

This solution provides a reference architecture and validated deployment procedure for the Cohesity Data Cloud
on Cisco UCS X-Series Modular System managed through Cisco Intersight. At a high level, the solution delivers
a simple, flexible, and scalable infrastructure approach, enabling fast backup and recoveries of enterprise
applications and workloads provisioned either on a converged or hyper-converged platforms. The solution also
allows for consistent operations and management across Cisco infrastructure and Cohesity software
environment.

The key elements of this solution are as follows:

« Cisco Intersight—is a cloud operations platform that delivers intelligent visualization, optimization, and
orchestration for applications and infrastructure across public cloud and on-premises environments. Cisco
Intersight provides an essential control point for you to get more value from hybrid IT investments by
simplifying operations across on-prem and your public clouds, continuously optimizing their multi cloud
environments and accelerating service delivery to address business needs.

e Cisco UCS X-Series Modular System with Cisco Intersight—is a modular system managed from the cloud.
It is designed to be shaped to meet the needs of modern applications and improve operational efficiency,
agility, and scale through an adaptable, future-ready, modular design. The Cisco UCS X-Series Modular
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System provides functionalities of both blade and rack servers by offering compute density, storage
capacity, and expandability in a single system.

e Cisco UCS X210c M6 Node—is the first computing device to integrate into the Cisco UCS X-Series
Modular System. Up to eight compute nodes can reside in the 7-Rack-Unit (7RU) Cisco UCS X9508
Chassis, offering one of the highest densities of compute, 1/0, and storage per rack unit in the industry.
This solution uses all-NVMe X-Series nodes (X210C) equipped with two third generation (3rd Gen) Intel
Xeon Scalable processors and 91.8 TB of all-NVMe storage per node, providing both computing and
storage resources with exceptional backup and recovery performance.

o Cohesity Data Cloud—is a unified platform for securing, managing, and extracting value from enterprise
data. This software-defined platform spans across core, cloud, and edge, can be managed from a single
GUI, and enables independent apps to run in the same environment. It is the only solution built on a
hyperconverged, scale-out design that converges backup, files and objects, dev/test, and analytics, and
uniquely allows applications to run on the same platform to extract insights from data. Designed with
Google-like principles, it delivers true global deduplication and impressive storage efficiency that spans
edge to core to the public cloud.

o Cohesity DataProtect—is a high-performance, secure backup and recovery solution. It converges
multiple-point products into a single software that can be deployed on-premises or consumed as a
service (BaaS). Designed to safeguard your data against sophisticated cyber threats, it offers the most
comprehensive policy-based protection for your cloud-native, SaaS, and traditional workloads.

Figure 1 illustrates the key differentiators for the Cohesity Data Cloud on Cisco UCS X-Series Modular System
best in class infrastructure, security, and data protection services from Cisco and Cohesity.

Figure 1. Solution Overview
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Technology Overview
This chapter contains the following:

o Cisco Intersight Platform

o Cisco Unified Computing System X-Series
o Cisco UCSX 9508 Chassis

e SecureX and Cohesity Data Cloud Integration

o Cohesity Data Cloud
« Red Hat Ansible

These components deployed in this solution are configured using best practices from both Cisco and Cohesity
to deliver an enterprise-class data protection solution deployed on Cisco UCS X-Series Modular System. The
upcoming sections provide a summary of the key features and capabilities available in these components.

Cisco Intersight Platform

As applications and data become more distributed from core data center and edge locations to public clouds, a
centralized management platform is essential. IT agility will be a struggle without a consolidated view of the
infrastructure resources and centralized operations. Cisco Intersight provides a cloud-hosted, management and
analytics platform for all Cisco HyperFlex, Cisco UCS, and other supported third-party infrastructure deployed
across the globe. It provides an efficient way of deploying, managing, and upgrading infrastructure in the data
center, ROBO, edge, and co-location environments.

Infrastructure Applications
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Remote Unified Full stack App performance  App placement
deployment management upgrades

monitoring
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Cisco Intersight provides:

« No Impact Transition: Embedded connector (Cisco HyperFlex, Cisco UCS) will allow you to start enjoying
the benefits without a major upgrade.

o SaaS/Subscription Model: SaaS model provides for centralized, cloud-scale management and operations
across hundreds of sites around the globe without the administrative overhead of managing the platform.
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e Enhanced Support Experience: A hosted platform allows Cisco to address issues platform-wide with the
experience extending into TAC supported platforms.

« Unified Management: Single pane of glass, consistent operations model, and experience for managing all
systems and solutions.

« Programmability: End to end programmability with native API, SDK’s and popular DevOps toolsets will
enable you to deploy and manage the infrastructure quickly and easily.

« Single point of automation: Automation using Ansible, Terraform and other tools can be done through
Intersight for all systems it manages.

« Recommendation Engine: Our approach of visibility, insight and action powered by machine intelligence
and analytics provide real-time recommendations with agility and scale. Embedded recommendation
platform with insights sourced from across Cisco install base and tailored to each customer.

In this solution, Cisco Intersight provides a single global SaaS platform allowing management of either Cisco X-
Series or Cisco C-Series Rack servers running the Cohesity Data Cloud deployed across multiple data centers,
edge, or remote sites. The life cycle management capabilities that Cisco Intersight offers allows automated Day
0 deployment, continuous monitoring of infrastructure , proactive RMAs, firmware upgrades and easier
expansion of Cohesity Clusters.

For more information, go to the Cisco Intersight product page on cisco.com.

Cisco Intersight Virtual Appliance and Private Virtual Appliance

In addition to the SaaS deployment model running on Intersight.com, you can purchase on-premises options
separately. The Cisco Intersight virtual appliance and Cisco Intersight private virtual appliance are available for
organizations that have additional data locality or security requirements for managing systems. The Cisco
Intersight virtual appliance delivers the management features of the Cisco Intersight platform in an easy-to-
deploy VMware Open Virtualization Appliance (OVA) or Microsoft Hyper-V Server virtual machine that allows
you to control the system details that leave your premises. The Cisco Intersight private virtual appliance is
provided in a form factor designed specifically for those who operate in disconnected (air gap) environments.
The private virtual appliance requires no connection to public networks or to Cisco network.

Cisco Intersight Assist

Cisco Intersight Assist helps you add endpoint devices to the Cisco Intersight platform. A datacenter could have
multiple devices that do not connect directly with the platform. Any device that the Cisco Intersight platform
supports but does not connect with directly must have a connection mechanism, and Cisco Intersight Assist
provides it. In FlashStack, VMware vCenter and Pure Storage FlashArray connect to the Intersight platform with
the help of the Cisco Intersight Assist virtual machine.

Cisco Intersight Assist is available within the Cisco Intersight virtual appliance, which is distributed as a
deployable virtual machine contained within an OVA file format. Later sections in this paper have more details
about the Cisco Intersight Assist virtual-machine deployment configuration.

Licensing Requirements

The Cisco Intersight platform uses a subscription-based license with multiple tiers. You can purchase a
subscription duration of 1, 3, or 5 years and choose the required Cisco UCS server volume tier for the selected
subscription duration. Each Cisco endpoint automatically includes a Cisco Intersight Base license at no
additional cost when you access the Cisco Intersight portal and claim a device. You can purchase any of the
following higher-tier Cisco Intersight licenses using the Cisco ordering tool:
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o Cisco Intersight Essentials: Essentials includes all the functions of the Base license plus additional
features, including Cisco UCS Central software and Cisco Integrated Management Controller (IMC)
supervisor entitlement, policy-based configuration with server profiles, firmware management, and
evaluation of compatibility with the Cisco Hardware Compatibility List (HCL).

« Cisco Intersight Advantage: Advantage offers all the features and functions of the Base and Essentials
tiers. It also includes storage widgets and cross-domain inventory correlation across compute, storage,
and virtual environments (VMware ESXi). OS installation for supported Cisco UCS platforms is also
included.

Servers in the Cisco Intersight managed mode require at least the Essentials license. For more information about
the features provided in the various licensing tiers, see:
https://www.intersight.com/help/saas/getting started/licensing requirements

Cisco Unified Computing System X-Series

The Cisco UCS X-Series Modular System is designed to take the current generation of the Cisco UCS platform
to the next level with its design that will support future innovations and management in the cloud (Figure 1).
Decoupling and moving platform management to the cloud allows the Cisco UCS platform to respond to your
feature and scalability requirements much faster and more efficiently. Cisco UCS X-Series state-of-the-art
hardware simplifies the datacenter design by providing flexible server options. A single server type that
supports a broader range of workloads results in fewer different datacenter products to manage and maintain.
The Cisco Intersight cloud management platform manages the Cisco UCS X-Series as well as integrating with
third-party devices. These devices include VMware vCenter and Pure Storage to provide visibility, optimization,
and orchestration from a single platform, thereby enhancing agility and deployment consistency.

Figure 2. Cisco UCSX 9508 Chassis
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Cisco UCSX 9508 Chassis

The Cisco UCS X-Series chassis is engineered to be adaptable and flexible. As shown in Figure 3, the only
midplane of the UCSX-9508 chassis is just a power-distribution midplane. This innovative design provides
fewer obstructions for better airflow. For I/O connectivity, vertically oriented compute nodes intersect with
horizontally oriented fabric modules, allowing the chassis to support future fabric innovations. Superior
packaging of the Cisco UCSX 9508 chassis enables larger compute nodes, thereby providing more space for
actual compute components such as memory, GPU, drives, and accelerators. Improved airflow through the
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chassis enables support for higher-power components, and more space allows for future thermal solutions
(such as liquid cooling) without limitations.

Figure 3. Cisco UCS X9508 Chassis - only power distribution midplane

I UCSax-9508

The Cisco UCSX 9508 7-rack-unit (7RU) chassis has 8 flexible slots. These slots can house a combination of
compute nodes and a pool of future 1/O resources that may include GPU accelerators, disk storage, and
nonvolatile memory (NVM). At the top rear of the chassis are two Intelligent Fabric Modules (IFM) that connect
the chassis to upstream Cisco UCS 6400 Series Fabric Interconnects. At the bottom rear of the chassis are slots
ready to house future X-Fabric modules that can flexibly connect the compute nodes with 1/O devices. Six
2800W power supply units (PSUs) provide 54V DC power to the chassis with N, N+1, and N+N redundancy. A
higher voltage allows efficient power delivery with less copper and reduced power loss. Efficient, 100-mm, dual
counter-rotating fans deliver industry-leading airflow and power efficiency, and optimized thermal algorithms
enable different cooling modes to best support your environment.

Cisco UCSX 9108-25G Intelligent Fabric Modules

For the Cisco UCSX 9508 chassis, a pair of Cisco UCS 9108-25G IFMs provide network connectivity. Like the
fabric extenders used in the Cisco UCS 5108 Blade Server chassis, these modules carry all network traffic to a
pair of Cisco UCS 6400 Series fabric interconnects. IFM also hosts a chassis management controller (CMC).
High-speed PCle-based fabric topology provides extreme flexibility compared to a combination of serial-
attached SCSI (SAS), Serial Advanced Technology Attachment (SATA), or Fibre Channel. In contrast to systems
with fixed networking components, the design of the Cisco UCSX 9508 enables easy upgrades to new
networking technologies as they emerge, making it straightforward to accommodate new network speeds or
technologies in the future.

Each IFM supports eight 25-Gb uplink ports for connecting the Cisco UCSX 9508 chassis to the fabric
interconnects and thirty-two 25-Gb server ports for the 8 compute nodes. The IFM server ports can provide up
to 200 Gbps of unified fabric connectivity per compute node across the two IFMs. The uplink ports connect the
chassis to a Cisco UCS fabric interconnect to provide up to 400-Gbps connectivity across the two IFMs. The
unified fabric carries management, virtual-machine, and Fibre Channel over Ethernet (FCoE) traffic to the fabric
interconnects, where management traffic is routed to the Cisco Intersight cloud operations platform. FCoE traffic
is forwarded to the native Fibre Channel interfaces through unified ports on the fabric interconnect (to Cisco
MDS switches), and virtual-machine Ethernet traffic is forwarded upstream to the data center network (by Cisco
Nexus switches).

Figure 4. Cisco UCS 9108-25G IFM
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Cisco UCS X210c M6 Server

The Cisco UCS X9508 chassis is designed to host up to 8 Cisco UCS X210c M6 servers. Figure 5 shows the
hardware details of the Cisco UCS X210c M6 compute node.

Figure 5. Cisco UCS X210c M6 Compute Node
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The feature of the Cisco UCS X210c M6 are:

e« CPU: The X210c nodes supports, up to two third-generation Intel Xeon scalable processors with up to 40
cores per processor and a 1.5-MB Level 3 cache per core.

o Memory: Supports up to thirty-two 256-GB DDR4-3200 (DIMMs) for a maximum of 8 TB of main memory.
You can configure the compute node for up to sixteen 512-GB Intel Optane persistent memory DIMMs for
a maximum of 12 TB of memory.

« Disk storage: You can configure up to 6 SAS or SATA drives with an internal (RAID) controller or up to 6
nonvolatile memory express (NVMe) drives. You can add 2 M.2 memory cards to the compute node with
RAID 1 mirroring.

« Virtual interface card: You can install up to 2 virtual interface cards, including a Cisco UCS Virtual Interface
Card (VIC) modular LOM card (mLOM) 14425, and a mezzanine Cisco VIC 14825 in a compute node.

« Security: The server supports an optional trusted platform module (TPM). Additional security features
include a secure a boot field-programmable gate array (FPGA) and ACT2 anti-counterfeit provisions.

Cisco UCS VICs
Cisco UCS X210c M6 compute nodes support the following two Cisco fourth-generation VIC cards:

Cisco VIC 14425

Cisco VIC 14425 fits the mLOM slot in the Cisco X210c compute node and enables up to 50 Gbps of unified
fabric connectivity to each of the chassis IFMs for a total of 100 Gbps of connectivity per server (Figure 6).
Cisco VIC 14425 connectivity to the IFM and up to the fabric interconnects is delivered through four 25-Gbps
connections that are configured automatically as two 50-Gbps port channels. Cisco VIC 14425 supports 256
virtual interfaces (both Fibre Channel and Ethernet) along with the latest networking innovations such as NVMe
over Fabric over Remote Direct Memory Access (RDMA), RDMA over Converged Infrastructure (RoCEv2), Virtual
Extensible VLAN gateway/Network Virtualization using Generic Routing Encapsulation (VXLAN/NVGRE) offload,
and so on.
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Figure 6. Single Cisco UCS VIC 14425 in Cisco UCS X210c M6
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The connections between the fourth-generation Cisco VIC (Cisco UCS VIC 1440) in the Cisco UCS B200 blade
servers and the 1/0O modules in the Cisco UCS VIC 5108 chassis comprise multiple 10-Gbps KR lanes. The same
connections between Cisco UCS VIC 14425 and IFM in the Cisco UCS X-Series comprise multiple 25-Gbps KR
lanes, resulting in 2.5 times better connectivity in Cisco UCS X210c M6 compute nodes. The following
screenshot shows the network interface speed comparison for VMware ESXi installed on the Cisco UCS B200

M5 with a Cisco UCS VIC 1440 and Cisco UCSX 210c M6 with a Cisco UCS VIC 14425.
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The optional Cisco UCS VIC 14825 fits the mezzanine slot on the server. A bridge card (part number UCSX-V4-
BRIDGE) extends the two 50 Gbps of network connections of this VIC up to the mLOM slot and out through the
IFM connectors of the mLOM, bringing the total bandwidth to 100 Gbps per fabric for a total bandwidth of 200
Gbps per server (Figure 7).

Figure 7. Cisco UCS VIC 14425 and 14825 in Cisco UCS X210c M6
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Cisco UCS 6400 Fabric Interconnects

The Cisco UCS fabric interconnects provide a single point for connectivity and management for the entire Cisco
UCS system. Typically deployed as an active-active pair, the fabric interconnects of the system integrate all
components into a single, highly available management domain that Cisco UCS Manager or the Cisco Intersight
platform manages. Cisco UCS Fabric Interconnects provide a single unified fabric for the system, with low-
latency, lossless, cut-through switching that supports LAN, storage-area network (SAN), and management
traffic using a single set of cables (Figure 8).

Fiue. Cisco UCS 6454 Fbric Inteonnect

The Cisco UCS 6454 used in the current design is a 54-port fabric interconnect. This TRU device includes
twenty-eight 10-/25-GE ports, four 1-/10-/25-GE ports, six 40-/100-GE uplink ports, and sixteen unified ports
that can support 10-/25-GE or 8-/16-/32-Gbps Fibre Channel, depending on the Small Form-Factor Pluggable
(SFP) adapter.

Note: For supporting the Cisco UCS X-Series, you must configure the fabric interconnects in Cisco
Intersight managed mode. This option replaces the local management with Cisco Intersight cloud (or
appliance)-based management.

SecureX and Cohesity Data Cloud Integration

Cohesity with Cisco SecureX is the first-of-its-kind integrated data protection solution with Cisco SecureX. This
integration automates the delivery of critical security information to organizations facing ransomware threats,
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helping to accelerate time to discovery, investigation, and remediation. It leverages the Cohesity Data Cloud’s
anomaly detection capability and automates the delivery of alerts into SecureX that indicate data and workloads
may have been compromised. Security teams can then leverage Cisco SecureX facilities to expedite
investigation within Cisco SecureX, and if needed, initiate a snapshot recovery from within Cisco SecureX for a
closed-loop remediation.

Figure 9. Cisco SecureX and the Cohesity Data Cloud Integration Workflow
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Cohesity Data Cloud

Cohesity has built a unique solution based on the same architectural principles employed by cloud hyperscalers
managing consumer data but optimized for the enterprise world. The secret to the hyperscalers’ success lies in
their architectural approach, which has three major components: a distributed file system—a single platform—to
store data across locations, a single logical control plane through which to manage it, and the ability to run and
expose services atop this platform to provide new functionality through a collection of applications. The
Cohesity Data Cloud platform takes this same three-tier hyperscaler architectural approach and adapts it to the
specific needs of enterprise data management.

Helios is the user interface or control plane in which all customers interact with their data and Cohesity
products. It provides a single view and global management of all your Cohesity clusters, whether on-premises,
cloud, or Virtual Edition, regardless of cluster size. You can quickly connect clusters to Helios and then access
them from anywhere using an internet connection and your Cohesity Support Portal credentials.

SpanFS: A Unique File System that Powers the Cohesity Data Cloud Platform

The foundation of the Cohesity Data Cloud Platform is Cohesity SpanFS, a 3rd generation web-scale distributed
file system. SpanFS enables the consolidation of all data management services, data, and apps onto a single
software-defined platform, eliminating the need for the complex jumble of siloed infrastructure required by the
traditional approach.
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Predicated on SpanFS, the Data Cloud Platform’s patented design allows all data management infrastructure
functions— including backup and recovery, disaster recovery, long-term archival, file services and object
storage, test data management, and analytics—to be run and managed in the same software environment at
scale, whether in the public cloud, on-premises, or at the edge. Data is shared rather than siloed, stored
efficiently rather than wastefully, and visible rather than kept in the dark—simultaneously addressing the problem
of mass data fragmentation while allowing both IT and business teams to holistically leverage its value for the
first time. In order to meet modern data management requirements, Cohesity SpanFS provides the following as

shown in Figure 10.

Figure 10. Cohesity SpanFS Features
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Key SpanFS attributes and implications include the following:

« Unlimited Scalability: Start with as little as three nodes and grow limitlessly on-premises or in the cloud
with a pay-as-you-grow model.

« Strictly Consistent: Ensure data resiliency with strict consistency across nodes within a cluster.

o Multi-Protocol: Support traditional NFS and SMB based applications as well as modern S3-based
applications. Read and write to the same data volume with simultaneous multiprotocol access.

« Global Dedupe: Significantly reduce data footprint by deduplicating across data sources and workloads
with global variable-length deduplication.

« Unlimited Snapshots and Clones: Create and store an unlimited number of snapshots and clones with
significant space savings and no performance impact.

« Self-Healing: Auto-balance and auto-distribute workloads across a distributed architecture.

« Automated Tiering: Automatic data tiering across SSD, HDD, and cloud storage for achieving the right
balance between cost optimization and performance.

« Multi Cloud: Native integrations with leading public cloud providers for archival, tiering, replication, and
protect cloud-native applications.

« Sequential and Random IO: High I/O performance by auto-detecting the 10 profile and placing data on
the most appropriate media Multitenancy with QoS Native ability to support multiple tenants with QoS
support, data isolation, separate encryption keys, and role-based access control.

« Global Indexing and Search: Rapid global search due to indexing of file and object metadata.
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Red Hat Ansible

Ansible is an open-source tool for Infrastructure as Code (laC). Ansible is also used for configuration
management and application software deployment. Ansible is designed to be agentless, secure, and simple.
Ansible available in Red Hat’s Ansible Automation Platform is part of a suite of tools supported by Red Hat.
Ansible manages endpoints and infrastructure components in an inventory file, formatted in YAML or INI. The
inventory file can be a static file populated by an administrator or dynamically updated. Passwords and other
sensitive data can be encrypted using Ansible Vault. Ansible uses playbooks to orchestrate the provisioning.
Playbooks are written in human readable YAML format that is easy to understand. Ansible playbooks are
executed against a subset of components in the inventory file. From a control machine, Ansible uses SSH or
Windows Remote Management to remotely configure and provision target devices in the inventory based on the
playbook tasks.

Ansible is used to provision Server Templates for All NVMe X210c nodes installed in Cisco UCS X-Series
modular system. The Ansible playbooks detailed in this guide, are specific to the Cohesity Data Cloud
configuration for successful deployment on Cisco UCS X-Series X210c nodes.
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Architecture and Design Considerations
This chapter contains the following:

o Cisco UCSX 9108-25G IFM Deployment Architecture
e Cisco UCSX 9108-100G IFM Deployment Architecture

Network Bond Modes with Cohesity and Cisco UCS Fabric Interconnect Managed Systems
Licensing

Physical Components

Software Components

Cisco UCSX 9108-25G IFM Deployment Architecture

The Cohesity Data Cloud on Cisco UCS X-Series Modular System requires a minimum four (4) All NVMe X210c
nodes. Each Cisco UCS X210c node is equipped with both the compute and All NVMe storage required to
operate the Data Cloud and Cohesity storage domains to protect application workloads.

Figure 11 illustrates the deployment architecture overview of Cohesity on Cisco UCS X-Series Modular System,
equipped with 4x X210c All NVMe nodes.

Figure 11. Deployment Architecture Overview
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Figure 12 illustrates the cabling diagram for Cohesity on the Cisco UCS X-Series modular System.
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Figure 12. Deployment Architecture Cabling
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The reference hardware configuration includes:
e Two Cisco Nexus 93360YC-FX Switches in Cisco NX-OS mode provide the switching fabric.

« Two Cisco UCS 6454 Fabric Interconnects (FI) provide the chassis connectivity. One 100 Gigabit Ethernet
port from each Fl, configured as a Port-Channel, is connected to each Cisco Nexus 93360YC-FX.

e One Cisco UCS X9508 Chassis connects to fabric interconnects using Cisco UCSX 9108-25G Intelligent
Fabric Modules (IFMs), where eight 25 Gigabit Ethernet ports are used on each IFM to connect to the
appropriate Fl.

« Cisco UCS X9508 Chassis is equipped with four (4) X210c nodes. Each node is equipped with 2x Intel
Xeon Gold 6326 Processor, 384GB and 6x 15.3 TB NVMe providing a raw NVMe storage of ~ 91 TB per
node.

o Cisco Intersight as the SaaS management platform for X-Series modular system.

Cisco UCSX 9108-100G IFM Deployment Architecture

The Cisco UCS X-Series Modular System future proofs customer investments by allowing upgrades of network
components without the need to upgrade the Cisco UCS X210c certified Cohesity nodes. It allows you to
upgrade to new advancements in server and network architecture. In the present architecture, the Cisco UCS
X-Series chassis is equipped with 25G IFM modules and fourth generation Cisco UCS Fabric Interconnects. You
can easily upgrade to 100G IFM modules and fifth generation Cisco UCS Fabric Interconnects on the same
Cisco UCS X- Series 9508 chassis and without any modifications on the existing Cisco UCS X210c Cohesity
certified nodes.

A key benefit of upgrading to the 100G IFM modules are a reduction in cabling and network ports. By leveraging
the Cisco UCSX 9108-100G Intelligent Fabric Modules (IFM) and Cisco UCS 6536 Fabric Interconnects, you can
reduce your cabling and network ports on the fabric interconnects by 4x. In the existing architecture leveraging
Cisco UCSX 9108-25G IFM and eight (8) X210C Cohesity certified nodes, it is recommended to have 8x 25G
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cables from 25G IFM to FI6454, providing 400G network bandwidth across eight (8) nodes. With the Cisco
UCSX 9108-100G IFM and Cisco UCS 6536 Fabric Interconnects, only two (2) 100G cables from each IFM are
required and can achieve the same 400G network bandwidth across eight (8) nodes. This reduces the server
ports and cables from sixteen (16) to just four (4).

Note: Even though this deployment guide is built with Cisco UCSX 9108-25G IFM and Cisco UCS 6454
Fabric Interconnects, you can leverage the same deployment procedures when installing Cisco UCSX
9108-100G IFM and Cisco UCS 6536 Fabric Interconnects.

Figure 13 illustrates the deployment architecture overview of Cohesity on Cisco UCS X-Series modular system,
equipped with 4x X210c All NVMe nodes leveraging Cisco UCSX 9108-100G IFM and Cisco UCS 6536 Fabric
Interconnects.

Figure 13. Deployment Architecture Overview (Cisco UCSX 9108-100G IFM and Cisco UCS 6536 Fabric
Interconnects)

2x100GE 2x100GE
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Figure 14 illustrates the cabling diagram for Cohesity on Cisco UCS X-Series modular system with Cisco UCSX
9108-100G IFM and Cisco UCS 6536 Fabric Interconnects.
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Figure 14. Deployment Architecture Cabling (Cisco UCSX 9108-100G IFM and Cisco UCS 6536 Fabric
Interconnects)
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The reference hardware configuration includes:
e Two Cisco Nexus 93360YC-FX Switches in Cisco NX-OS mode provide the switching fabric.

« Two Cisco UCS 6536 Fabric Interconnects (FI) provide the chassis connectivity. One 100 Gigabit Ethernet
port from each Fl, configured as a Port-Channel, is connected to each Cisco Nexus 93360YC-FX.

e One Cisco UCS X9508 Chassis connects to fabric interconnects using Cisco UCSX 9108-100G Intelligent
Fabric Modules (IFMs), where eight 25 Gigabit Ethernet ports are used on each IFM to connect to the
appropriate Fl.

« Cisco UCS X9508 Chassis is equipped with four (4) X210c nodes. Each node is equipped with 2x Intel
Xeon Gold 6326 Processor, 384GB and 6x 15.3 TB NVMe providing a raw NVMe storage of ~ 91 TB per
node.

o Cisco Intersight as the SaaS management platform for the Cisco UCS X-Series modular system.
Network Bond Modes with Cohesity and Cisco UCS Fabric Interconnect Managed
Systems

All teaming/bonding methods that are switch independent are supported in the Cisco UCS Fabric Interconnect
environment. These bonding modes do not require any special configuration on the switch/UCS side.

The restriction is that any load balancing method used in a switch independent configuration must send traffic
for a given source MAC address via a single Cisco UCS Fabric Interconnect other than in a failover event (where
the traffic should be sent to the alternate fabric interconnect) and not periodically to redistribute load.

Using other load balancing methods that operate on mechanisms beyond the source MAC address (such as IP
address hashing, TCP port hashing, and so on) can cause instability since a MAC address is flapped between
UCS Fabric Interconnects. This type of configuration is unsupported.
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Switch dependent bonding modes require a port-channel to be configured on the switch side. The fabric
interconnect, which is the switch in this case, cannot form a port-channel with the VIC card present in the
servers. Furthermore, such bonding modes will also cause MAC flapping on Cisco UCS and upstream switches
and is unsupported.

Cisco UCS Servers with Linux Operating System and managed through fabric interconnects, support active-
backup (mode 1), balance-tlb (mode 5) and balance-alb (mode 6). The networking mode in the Cohesity
operating system (Linux based) deployed on Cisco UCS C-Series or Cisco UCS X-Series managed through a
Cisco UCS Fabrlc Interconnect is validated with bond mode 1 (active- backup) For reference go to:

Licensing

Cisco Intersight Licensing

Cisco Intersight uses a subscription-based license with multiple tiers. Each Cisco endpoint (Cisco UCS server,
Cisco HyperFlex system, or Cisco UCS Director software) automatically includes a Cisco Intersight Base when
you access the Cisco Intersight portal and claim a device.

Cisco Intersight License Tiers

The Cisco Intersight license tiers are:

« Cisco Intersight Essentials—Essentials includes ALL functionality of Base with the additional features
including Cisco UCS Central and Cisco IMC Supervisor entitlement, policy-based configuration with
Server Profiles, firmware management, and evaluation of compatibility with the Hardware Compatibility
List (HCL).

« Cisco Intersight Advantage—Advantage offers all features and functionality of the Base and Essentials
tiers.

« Cisco Intersight Premier—In addition to the functionality provided in the Advantage tier, Intersight Premier
includes full subscription entitlement for Cisco UCS Director at no additional cost.

More information about Cisco Intersight Licensing and the features supported in each license can be found
here: https://intersight.com/help/saas/getting started/licensing requirements

In this solution, using Cisco Intersight Advantage License Tier enables the following:
« Configuration of Domain, Chassis Server Profiles for Cohesity on Cisco UCS X-Series modular system.
o Cohesity OS installation for X210c nodes through Cisco Intersight. This requires enabling an
NFS/SMB/HTTPS repository which has the certified Cohesity Data Cloud software.
Physical Components

This section details the physical hardware, software revisions, and firmware versions required to install Cohesity
Clusters running on Cisco Unified Computing System. A Cohesity on-premises cluster requires a minimum of
three physical nodes deployed either on Cisco UCS X-Series or Cisco C-Series Cohesity-certified nodes. To
allow minimal resiliency during a single node failure, it is recommended to have a minimum of four Cohesity-
certified Cisco UCS nodes.

Table 1 lists the required hardware components and disk options for the Cohesity Data Cloud on Cisco UCS X-
Series Modular Systems.
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Table 1. Cisco UCS X-Series Modular System for the Cohesity Data Cloud

Component

Fabric Interconnects
Chassis

Server Node

Processors

Memory

Disk Controller

Storage (each server node) OS Boot
NVMe

Network (Each Server node)

IFM

Software Components

Table 2 lists the software components and the versions required for the Cohesity Data Cloud and Cisco UCS X-

Hardware

Two (2) Cisco UCS 6454 Fabric Interconnects
Cisco UCS X 9508 Chassis
4x Cisco UCS X-210C-M6 Server Node for Intel Scalable CPUs

Each server node equipped with two Intel 6326 2.9GHz/185W
16C/24MB

Each server node equipped with 384 GB of total memory using twelve
(12) 32GB RDIMM DRx4 3200 (8Gb)

Cisco UCS X10c Compute Pass Through Controller (Front)
2x M.2 (240GB) with M.2 HW RAID Controller

6x 15.3 TB NVMe

Cisco UCS VIC 14425 4x25G mLOM for X Compute Node

2 x UCS 9108-25G IFM for 9508 Chassis

Series Modular System, as tested, and validated in this document.

Table 2. Software Components

Component

Cohesity Data Cloud
Cisco Fabric Interconnect 6454

Intelligent Fabric Management (IFM)
UCSX-1-9108-25G

Cisco X210C node
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4.2 (3d)

4.2 (3¢c)
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Solution Deployment
This chapter contains the following:
o Prerequisites
o Cisco Intersight Account
o Setup Intersight Managed Mode Setup (IMM
o Setup Domain Profile
o Setup UCS X9508 Chassis Profile
e Manual Setup Server Template
o Ansible Automation Server Template
« Install Cohesity on Cisco UCS X210c Nodes
» Configure Cohesity Data Cloud
This chapter describes the solution deployment, Cohesity Data Cloud on Cisco UCS X-Series Modular System,
with step-by-step procedures for implementing and managing the solution.
Prerequisites
Prior to beginning the installation activities, complete the following necessary tasks and gather the required
information.
IP addressing

IP addresses for the Cohesity Data Cloud on Cisco UCS X-Series modular system, need to be allocated from
the appropriate subnets and VLANs to be used. IP addresses that are used by the system are comprised of the
following groups:

« Cisco X-Series Management: These addresses are used and assigned as management IPs for Cisco UCS
Fabric interconnects. Two IP addresses are used; one address is assigned to each Cisco UCS Fabric
Interconnect, this address should be routable to https://intersight.com or you can have a proxy
configuration.

e Cisco UCSX-9108 IFM modules management: Each IFM is managed through an IMC Access policy
mapped to IP pools through the chassis profile.

e Cisco UCS X210C node management: Each Cisco UCS X210C is managed through an IMC Access policy
mapped to IP pools through the Server Profile. Currently, for Cisco X-Series nodes, only In-Band
configuration is supported for IMC Access Policy. One IP is allocated to each of the node configured
through In-Band access policy.

« Cohesity Application: These addresses are used by the Linux OS on each Cohesity node, and the
Cohesity software. Two IP addresses per node in the Cohesity cluster are required from the same subnet.
These addresses can be assigned from the same subnet at the Cisco UCS Management addresses, or
they may be separate.

Use the following tables to list the required IP addresses for the installation of a 4-node standard Cohesity
cluster and review an example IP configuration.

Note: Table cells shaded in black do not require an IP address.
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Table 3. Cohesity Cluster IP Addressing

Address Group UCS Management Cohesity Application

VLAN ID: <This should be native VLAN or tagged on the uplink switch>
Subnet:

Subnet Mask:

Gateway:

Device UCS Management Addresses Node IP Cohesity VIP
Fabric Interconnect A

Fabric Interconnect B

Cohesity Node #1

Cohesity Node #2

Cohesity Node #3

Cohesity Node #4

Table 4. Example Cohesity Cluster IP Addressing

Address Group UCS Management Cohesity Application

VLAN ID: 1080 1081 (native VLAN)

Subnet Mask: 255.255.255.0 255.255.255.0

Gateway: 10.108.0.254 10.108.1.254

Device UCS Management Addresses Node IP Cohesity VIP
Fabric Interconnect A 10.108.0.8

Fabric Interconnect B 10.108.0.9

IFM-1 10.108.0.18

IFM -2 10.108.0.19

Cohesity Node #1 10.108.0.20 10.108.1.32 10.108.1.36
Cohesity Node #2 10.108.0.21 10.108.1.33 10.108.1.37
Cohesity Node #3 10.108.0.22 10.108.1.34 10.108.1.38
Cohesity Node #4 10.108.0.22 10.108.1.32 10.108.1.39

DNS

DNS servers are required to be configured for querying Fully Qualified Domain Names (FQDN) in the Cohesity
application group. DNS records need to be created prior to beginning the installation. At a minimum, it is
required to create a single A record for the name of the Cohesity cluster, which answers with each of the virtual
IP addresses used by the Cohesity nodes in round-robin fashion. Some DNS servers are not configured by
default to return multiple addresses in round-robin fashion in response to a request for a single A record, please
ensure your DNS server is properly configured for round-robin before continuing. The configuration can be
tested by querying the DNS name of the Cohesity cluster from multiple clients and verifying that all of the
different IP addresses are given as answers in turn.
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Use the following tables to list the required DNS information for the installation and review an example

configuration.

Table 5. DNS Server Information

DNS Server #1
DNS Server #2
DNS Domain

UCS Domain Name

Cohesity Cluster Name

Table 6. DNS Server Example Information

Value

N

DNS Server #1 10.108.0.6
DNS Server #2
DNS Domain

UCS Domain Name AA08-XSeries

NTP

Consistent time clock synchronization is required across the components of the Cohesity cluster, provided by
reliable NTP servers, accessible for querying in the Cisco UCS Management network group, and the Cohesity

Application group.

Use the following tables to list the required NTP information for the installation and review an example

configuration.

Table 7. NTP Server Information

NTP Server #1
NTP Server #2

Timezone

Table 8. NTP Server Example Information

NTP Server #1 10.108.0.6

NTP Server #2

Timezone (UTC-8:00) Pacific Time
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VLANs

Prior to the installation, the required VLAN IDs need to be documented, and created in the upstream network if
necessary. Only the VLAN for the Cohesity Application group needs to be trunked to the two Cisco UCS Fabric
Interconnects that manage the Cohesity cluster. The VLAN IDs must be supplied during the Cisco UCS
configuration steps, and the VLAN names should be customized to make them easily identifiable.

Use the following tables to list the required VLAN information for the installation and review an example

configuration.

Table 9. VLAN Information

<<IN-Band VLAN>>

<<cohesity_vlan>>

Table 10. VLAN Example Information

<<IN-Band VLAN>> 1080
<<cohesity_vlan>> 1081

Network Uplinks

The Cisco UCS uplink connectivity design needs to be finalized prior to beginning the installation.

Use the following tables to list the required network uplink information for the installation and review an example
configuration.

Table 11. Network Uplink Configuration

Fabric Interconnect Port Port Channel Port Channel Type Port Channel ID Port Channel Name
O Yes [0 No O LACP
O Yes OO No OvPC
A O Yes O No
[ Yes I No
[ Yes OO No O LACP
O vPC
[ Yes O No
B
O Yes [0 No
O Yes OO No
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Table 12. Network Uplink Example Configuration

Fabric Interconnect Port Port Channel Port Channel Type Port Channel ID Port Channel Name
1/53 B Yes OO0 No O LACP
1/54 X Yes O No vPC
A O Yes 0 No oi Vpeal
O Yes O No
1/53 & Yes 0 No O LACP
vPC
1/54 & Yes O No
B 62 Vpc62
O Yes O No
O Yes O No

Usernames and Passwords

Several usernames and passwords need to be defined or known as part of the Cohesity installation and
configuration process.

Use the following tables to list the required username and password information and review an example
configuration.

Table 13. Usernames and Passwords

e s

Cohesity Administrator admin <<cohesity_admin_pw>>

Cisco Intersight Account

Procedure 1. Create an account on Cisco Intersight

Note: Skip this step if you already have a Cisco Intersight account.

The procedure to create an account in Cisco Intersight is explained below. For more details, go to:
https://intersight.com/help/saas/getting started/create cisco intersight account

Step 1. Visit https://intersight.com/ to create your Intersight account. You must have a valid Cisco ID to create
a Cisco Intersight account.

Step 2. Click Create an account.
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abialn 1qtar 1ht ® English
cisco i b

Welcome to Intersight

Do ave an

Account? Create an account

Sign In with Cisco ID

Sign In with SSO

Help Center Terms Privacy Cookies

Step 3. Sign-In with your Cisco ID.

Step 4. Read the End User License Agreement and select | accept and click Next.

&% Intersight

End User License Agreement

d the

OVERVIEW

By clicking accept or using the Cisco Technology, you agree that such use is governed by the
C nd | L Agreement and the applicable

"EUL

f you do not have authority to bind your company and its affiliates, or if you do not agree with
the terms of the EULA, do not click ‘accept’ and do not use the Cisco Technology. If you are a
Cisco channel partner accepting on behalf of an end customer (“customer”), you must inform
the customer that the EULA applies to customer’s use of the Cisco Technology and provide the
customer with access to all relevant terms.

I accept
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Step 5. Provide a name for the account and click Create.

&% Intersight

Account Creation
Account Name *

CohesnlyDataProtecnon

i) N

Step 6. Register for Smart Licensing or Start Trial.
r

Licensing

If you have purchased license tiers for Cisco Intersight Services you can register smart licensing to
start using the services.

Register Smart Licensing
Or

If you would like to evaluate Intersight Services you can register for a trial.

| startrial |

| . 4

Step 7. Select Infrastructure Service & Cloud Orchestrator and click Start Trial.
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Start Trial

Select the Intersight Service to request trial.

(®) Infrastructure Service & Cloud Orchestrator

Workload Optimizer Registration Required

Note: Go to: https://intersight.com/help/saas to configure Cisco Intersight Platform.

Setup Intersight Managed Mode Setup (IMM)

Procedure 1. Set up Cisco Intersight Managed Mode on Cisco UCS Fabric Interconnects

The Cisco UCS Fabric Interconnects need to be set up to support Cisco Intersight managed mode. When
converting an existing pair of Cisco UCS fabric interconnects from Cisco UCS Manager mode to Intersight
Manage Mode (IMM), first erase the configuration and reboot your system.

Note: Converting fabric interconnects to Cisco Intersight Managed Mode is a disruptive process, and
configuration information will be lost. You are encouraged to make a backup of their existing configuration.
If a software version that supports Intersight Managed Mode (4.1(3) or later) is already installed on Cisco
UCS Fabric Interconnects, do not upgrade the software to a recommended recent release using Cisco UCS
Manager. The software upgrade will be performed using Cisco Intersight to make sure Cisco UCS X-series
firmware is part of the software upgrade.

Step 1. Configure Fabric Interconnect A (FI-A). On the Basic System Configuration Dialog screen, set the
management mode to Intersight. All the remaining settings are similar to those for the Cisco UCS Manager
Managed Mode (UCSM-Managed).

Cisco UCS Fabric Interconnect A
To configure the Cisco UCS for use in a FlexPod environment in ucsm managed mode, follow these steps:
Connect to the console port on the first Cisco UCS fabric interconnect.

Enter the configuration method. (console/gui) ? console

Enter the management mode. (ucsm/intersight)? intersight

The Fabric interconnect will be configured in the intersight managed mode. Choose (y/n) to proceed: y

Enforce strong password? (y/n) [y]l: Enter

Enter the password for "admin": <password>
Confirm the password for "admin": <password>

Enter the switch fabric (A/B) []: A
Enter the system name: <ucs-cluster-name>

Physical Switch MgmtO IP address : <ucsa-mgmt-ip>
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Physical Switch Mgmt0O IPv4 netmask : <ucs-mgmt-mask>
IPv4 address of the default gateway : <ucs-mgmt-gateway>
DNS IP address : <dns-server-1l-ip>
Configure the default domain name? (yes/no) [n]: y
Default domain name : <ad-dns-domain-name>
Following configurations will be applied:

Management Mode=intersight

Switch Fabric=A

System Name=<ucs-cluster-name>

Enforced Strong Password=yes

Physical Switch MgmtO IP Address=<ucsa-mgmt-ip>
Physical Switch Mgmt0O IP Netmask=<ucs-mgmt-mask>
Default Gateway=<ucs-mgmt-gateway>

DNS Server=<dns-server-1l-ip>

Domain Name=<ad-dns-domain-name>

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

Step 2. After applying the settings, make sure you can ping the fabric interconnect management IP address.
When Fabric Interconnect A is correctly set up and is available, Fabric Interconnect B will automatically discover
Fabric Interconnect A during its setup process as shown in the next step.

Step 3. Configure Fabric Interconnect B (FI-B). For the configuration method, select console. Fabric
Interconnect B will detect the presence of Fabric Interconnect A and will prompt you to enter the admin
password for Fabric Interconnect A. Provide the management IP address for Fabric Interconnect B and apply the
configuration.

Cisco UCS Fabric Interconnect B
Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect. This Fabric interconnect will be added
to the cluster. Continue (y/n) ? y

Enter the admin password of the peer Fabric interconnect: <password>
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: <ucsa-mgmt-ip>
Peer Fabric interconnect MgmtO IPv4 Netmask: <ucs-mgmt-mask>
Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric Interconnect MgmtO IPv4 Address

Physical Switch Mgmt0 IP address : <ucsb-mgmt-ip>

Apply and save the configuration (select 'no' if you want to re-enter)? (yes/no): yes

Procedure 2. Set Up Cisco Intersight Organization

Note: In the present solution, “default” organization is used for all configurations. “Default” organization is
automatically created once an Intersight account is created.

An organization is a logical entity which enables multi-tenancy through separation of resources in an account.
The organization allows you to use the Resource Groups and enables you to apply the configuration settings on
a subset of targets.

In this procedure, a Cisco Intersight organization is created where all Cisco Intersight Managed Mode
configurations, including policies, are defined.

Step 1. Log into the Cisco Intersight portal.
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Step 2. Select System. Click Settings (the gear icon).

Step 3. Click Organizations.

Step 4. Click + Create Organization.

Step 5. Provide a name for the organization (for example, AA02).

Step 6. Select the Resource Group created in the last step (for example, AA02-rg).
Step 7. Click Create.

< Organizations

Create Organization

Create Organization

Create an organiza[ion to manage and access the resources associated with Resource GT’OUDS.
General

Name *

AAD2 ©  Description A4

Resource Groups

@ Select the Resource Groups to be associated with the Organization. Organization created will provide access to the
resources in the selected Resource Groups.

2 items found 10~ per page 1 of1 ]
Q,
Name Used Organizations Description
default default The Default Resource Grou...
AADZ-rg - -
Selected 1of 2 Show Selected Unselect All 1 of1

Cancel
Procedure 3. Claim Cisco UCS Fabric Interconnects in Cisco Intersight

Note: Make sure the initial configuration for the fabric interconnects has been completed. Log into the
Fabric Interconnect A Device Console using a web browser to capture the Cisco Intersight connectivity
information.

Step 1. Use the management IP address of Fabric Interconnect A to access the device from a web browser
and the previously configured admin password to log into the device.

Step 2. Under DEVICE CONNECTOR, the current device status will show “Not claimed.” Note or copy, the
Device ID, and Claim Code information for claiming the device in Cisco Intersight.
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alaln : sries
ci1sco DEVICE CONSOLE AA08-XSeries

SYSTEM INFORMATION DEVICE CONNECTOR INVENTORY

The Device Connector is an embedded management controller that enables the capabilities of Cisco Intersight, a cloud-based management platform. For detailed information about configuring the device connector,
please visit

Device Connector

Device ID

Claim Code

gaucaoouvuonuuuux;@.......A....I..

Device Connector Internet Intersight

The connection to the Cisco Intersight Portal is successful, but device is still not claimed. To claim the device open Cisco Intersight, create a
new account and follow the guidance or go to the Targets page and click Claim a New Device for existing account.

Step 3. Log into Cisco Intersight.

Step 4. Select System. Click Administration > Targets.

Step 5. Click Claim a New Target.

Step 6. Select Cisco UCS Domain (Intersight Managed) and click Start.
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€ Targets

Claim a New Target

Select Target Type
Filters Q& Search
B Available for Claiming Compute / Fabric
Wl o alaln alalu i
‘ s L] Al etk
Categories Cisco UCS Server Cisco UCS Domain Cisco UCS Domain
(Standalone) (Intersight Managed) (UCSM Managed)
(@ All
Cloud
o - o
Compute / Fabric pich =
Hyperconverged Gisco LICS C580 Redfish Server
Network
Platform Services
Orchestrator
i il o o il o
Platform Services sty s s
Cisco Intersight Cisco Intersight Assist Intersight Workload
Appliance Engine
Cloud
v
Terraform Cloud
Orchestrator
o o o
siliailie
asco
Cisco UCS Director PowerShell Endpoint HTTP Endpoint

Ansible Endpoint SSH Endpoint

Hyperconverged

alalie o
cisco

Cisco HyperFlex
Cluster

Step 7. Copy and paste the Device ID and Claim from the Cisco UCS FI to Intersight.

Step 8. Select the previously created Resource Group and click Claim.
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duth: Intersight

g System v

Q Search

O  settings « Targe'(s

p Claim a New Target
Admin
Targets

Software Repository

Tech Support Bundles

Claim Cisco UCS Domain (Intersight Managed) Target

To claim your targer, provide the Device ID, Claim Code and select the appropriate Resource Groups,

Audit Logs General
Sessions
Licensing 1DMZ&FDOZ2191DN3

Resource Groups

47 A0

B seiect the Resource Groups if required. However, this selectian is not mandatory as one of more Rescurce
Group type is All, The claimed target will be part of all Organizations with the Resource Group type ‘All’

Name Usage

3itemsfound T4+ perpage

Description

Back Cancel

With a successful device claim, Cisco UCS Fl should appear as a target in Cisco Intersight:

el Intersight

B System v

©  setings Targets Clakm a New Terget
| Admin
Targets € All Targets @
Add Filter Export 1@items found 10 f page 31 9
Software Repository e Rems:four f
Tech Support Bundles i
i Connection

Audit Logs © Connected 16
Sadsiona 20 Not Connected 3 7
Licensing
Name Status Type Vendor Claimed Time Claimed By Resource Groups
AAQB-XSeres @ Connected Intersight Manag. Cisco Systems, | 7 houwrs ago andhiman@cisco.. faul
Step 9. In the Cisco Intersight window, click Settings and select Licensing. If this is a new account, all servers

connected to the Cisco UCS domain will appear under the Base license tier. If you have purchased Cisco
Intersight licenses and have them in your Cisco Smart Account, click Register and follow the prompts to register
this Cisco Intersight account to your Cisco Smart Account. Cisco Intersight also offers a one-time 90-day trial of
Advantage licensing for new accounts. Click Start Trial and then Start to begin this evaluation. The remainder of
this section will assume Advantage licensing. A minimum of Cisco Intersight Essentials licensing is required to
run the Cisco UCS X-Series platform.

Procedure 4. Verify Addition of Cisco UCS Fabric Interconnects to Cisco Intersight

Step 1. Log into the web GUI of the Cisco UCS fabric interconnect and click the browser refresh button.

The fabric interconnect status should now be set to Claimed.
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ala]n, . .
cisco DEVICE CONSOLE aa02-6536

DEVICE CONNECTOR INVENT

The Device Connector is an embedded management controller that enables the capabilities of Cisco Intersight, a cloud-based management platforr
connector, please visit

Device Connector

E ALLOW CONTROL

L] o

Device Connector Internet Intersight

@ Claimed

Step 2. Select Infrastructure Service.

el Intersight ug System v

) o Infrastructure Service
O  Ssettings 8% .o : et
oo .
( Admin ’
‘ Cloud Orchestrator
Targets

Software Repository
B Workload Optimizer

Tech Support Bundles

Audit Logs .

My Dashboard
Sessions
Licensing E System

Explore More Services [

Step 3. Go to the Fabric Interconnects tab and verify the pair of fabric interconnects are visible on the
Intersight dashboard.
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Intersight

2 Infrastructurs Service

a @ @

Overview

Q. Operate ~

Servers
Chassis
Fabric Interconnects
HyperFlex Clusters
Virtualization
Kubernetes
Integrated Systems
©  configure G0

Profiles

Fabric Interconnects

# All Fabric Interconn... @

=+ Export & items found 9 per page 1 of1
Health Connection Contract Status Bundle Version NX-OS Version Models
@ Connected B B Kot Covered &

o oF
Name Health Contract Status Management... Mol Expansion M... B. UCS Domain Profile  N. Tots
AADB-FIG332 FI-A @ Critical @ Hat Coverad 1030801 UCS-FI-6332-18UP 0 L2(1... 5.0, a0
AADB-FIG332FI-B @ Healthy @ Hat Coverad 10302.0a2 UCS-FI-6332-16UP o 4z 5.0, a0
AADB-XSeries FI-A © Healthy 0 Hat Coverad 10]02.0.8 UCS-FI-6454 MNiA 8.3 54
AADB-XSaries FI-B S Healthy @ Hot Coverad 10,108.0.9 UCS-FI-6454 NiA 8.3 54

Step 4. You can verify whether a Cisco UCS fabric interconnect is in Cisco UCS Manager Managed Mode or
Cisco Intersight managed mode by clicking the fabric interconnect name and looking at the detailed information
screen for the fabric interconnect, as shown below:

il Intersight

J»2 Infrastructure Service v/

O Overview

Q Operate
Servers
Chassis

Fabric Interconnects

HyperFlex Clusters

Virtualization

Kubernetes

Integrated Systems
© Configure

Profiles

Templates

Policies

Pools

< Fabric Interconnects

AAO08-XSeries FI-A ©

General Inventor

Details

Health
© Healthy

Name
AAO08-XSeries FI-A

Peer Switch

AAO8-XSeries FI-B

Model
UCS-FI-6454

Serial

FDO22191DMZ

Management IP

10.108.0.8

Intersight

JCS Domain Profile

JCS Domain Profile

y Connections

Status

UCS Domain Profile

Properties

UCS-FI-6454

= eyl e el PArsrAren Ay i rarararanarcaraars S T

Locator LED

Mode

Ethernet Switching Mode

end-host

FC Switching Mode

end-host

Admin Evac State

@) Disabled

Dper Evac State
£ Disabled

e o

@D Heaith Overlay

Access

IP Address

10.108.0.8

Subnet Mask
255.255.255.0

Default Gateway
10.108.0.254
MAC

00:DE:FB:FF:FE:00

Procedure 5. Upgrade Fabric Interconnect Firmware using Cisco Intersight

Note:

upgrade them to 4.2(2c) or to the recommended release.
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Note: If Cisco UCS Fabric Interconnects were upgraded to the latest recommended software using Cisco
UCS Manager, this upgrade process through Intersight will still work and will copy the Cisco UCS X-Series
firmware to the Fabric Interconnects.

Step 1. Log into the Cisco Intersight portal.

Step 2. From the drop-down list, select Infrastructure Service and then select Fabric Interconnects under
Operate.

Step 3. Click the ellipses “...”for either of the Fabric Interconnects and select Upgrade Firmware.
Step 4. Click Start.
Step 5. Verify the Fabric Interconnect information and click Next.

Step 6. Select 4.2(3d) release (or the latest release which has the ‘Recommended’ icon) from the list and click
Next.

Step 7. Verify the information and click Upgrade to start the upgrade process.

Step 8. Watch the Request panel of the main Intersight screen as the system will ask for user permission
before upgrading each Fl. Click the Circle with Arrow and follow the prompts on screen to grant permission.

Step 9. Wait for both the Fls to successfully upgrade.

Setup Domain Profile

A Cisco UCS domain profile configures a fabric interconnect pair through reusable policies, allows
configuration of the ports and port channels, and configures the VLANs and VSANSs in the network. It
defines the characteristics of and configured ports on fabric interconnects. The domain-related policies can
be attached to the profile either at the time of creation or later. One Cisco UCS domain profile can be
assigned to one fabric interconnect domain.

Some of the characteristics of the Cisco UCS domain profile in the for Cohesity Helios environment include:
« A single domain profile is created for the pair of Cisco UCS fabric interconnects.
« Unique port policies are defined for the two fabric interconnects.

o The VLAN configuration policy is common to the fabric interconnect pair because both fabric
interconnects are configured for the same set of VLANSs.

« The Network Time Protocol (NTP), network connectivity, and system Quality-of-Service (QoS) policies are
common to the fabric interconnect pair.

Next, you need to create a Cisco UCS domain profile to configure the fabric interconnect ports and discover
connected chassis. A domain profile is composed of several policies. Table 14 lists the policies required for the
solution described in this document.

Table 14. Policies required for a Cisco UCS Domain Profile

VLAN and VSAN Policy Network connectivity
Port configuration policy for fabric A Definition of Server Ports, FC ports and uplink ports channels
Port configuration policy for fabric B Definition of Server Ports, FC ports and uplink ports channels

Network Time Protocol (NTP) policy
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Syslog policy
System QoS

Procedure 1. Create VLAN configuration Policy

Step 1. Select Infrastructure Services.

il Intersight a2 Infrastructure Service v

Infrastructure Service

A o
¢ Overview e Manage compute and converged
oo -
Infrastructure operations.
O  Operate . & 6 0rchestrator
Servers

l Workload Optimizer
Chassis

Fabric Interconnects

= !
- My Dashboard
HyperFlex Clusters o I
Virtualization

System
Kubernetes
Integrated Systems Explore More Services (7'

Step 2. Under Policies, select Create Policy, then select VLAN and click Start.

Infrastructure Q
3 Search

= il Intersight

Service

- # Policies
cresee Create
Fabric Interconnects
Hyperflex Clusters

Filters

Virtualization

Kubernetes Platform Type
Integrated Systems & Al
& cConfigure ~ UCS Server
Profiles UCS Domain
UCS Chassis
Templates

HyperFlex Cluster

pernetes Cluste

Cancel
Pools

Step 3. Provide a name for the VLAN (for example, AA08-XSeries-VLAN) and click Next.
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Infrastructure

‘e Intersight 5 G

Q Search

= Policies » VLAN

Create

Chassis
Fabric Interconnects

HyperFlex Clusters General
o General

Ad ne, description tag for tr
Virtualization \Jlda'\dn e, description and tag for the
policy.

2 Policy Detalls

Kubernetes —
Organization *
default
Integrated Systems "
©  Configure ~ Mame *
Profiles AADE-X-Series-VLAN
Templates
Set Tags -
Policies 9

< Cancel m
Pools

Step 4. Click Add VLANSs to add your required VLANSs.

Step 5. Click Multicast Policy to add or create a multicast policy with default settings for your VLAN policy as
show below:

alvale : e, Infrastructure
el Intersight B2 . Q search

Service

. = Policies » VLAM > Create
Overview . .
Create Multicast Policy
a Operate -~

General

Servers o General |
Add a nama, deseriplion and tag for the

Chassis poicy.

2 Policy Details
Fabric Interconnects Organization *
HyperFlex Clusters
Name *
AADEXESerles-moast

Virtualization

Kubernetes
Integrated Systems
9 B Set Tag
L] i -~
Configure < Cancel m
Profiles -

alaln . o, Infragtructure
dede Intersight 53 Fri

Q) search

Policies > VLAN > Create

Create Multicast Policy

@ Overview

o Operate ~ -
Policy Details
Servers @ General Y
Add polic a3ils
Chassis o Policy Details
Fabric Interconnects Multicast Policy
HyperFlex Clusters
‘) Snocping State @
Virtualization
Kubernetes a Querier State ©
RS () Sewrce IP Proxy State o =

Profiles

Step 6. Add additional VLANSs as required in the network setup and click Create.
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il Intersight Jue Infrastructurs Service

Policies > VLAN
Overview

G Operate -~
Palicy Details
Sarvars @ CGanaral
and palicy atals
Chassis o .
Policy Details
o @ This oy is applizable caly for UCS Demains
Faibric Interconnects
HyparFlax Clustars VLANS
Virtualization
Add VLANS
Kubrmntes
I show YLAN Rarges
Integrated Systems
&  Cconfigwe o ©,  Add Filtar CExport  Sitemsfounz 14 per page 1 ool
Prafiies VLA ID Mame Sharing Type Pramary VLA Multicast Falicy Auto Allow On Up-] &
1 default Mone s
Templates
T wLAN2 2 Meee
Policies
1080 VI ANIDANIOED Mong Yas
Pools W VLANIDETIGET Mo s
1082 VLANIOSZI0EZ  Muae s
1 af
¢ coma ol e |

Note: If you will be using the same VLANs on fabric interconnect A and fabric interconnect B, you can use
the same policy for both.

Note: In the event any of the VLANs are marked native on the uplink Cisco Nexus switch, ensure to mark
that VLAN native during VLAN Policy creation. This will avoid any syslog errors.

Procedure 2. Create Port Configuration Policy

Note: This policy has to be created for each of the fabric interconnects.

Step 1. Under Policies, for the platform type, select UCS Domain, then select Port and click Start.

= Ui Intersight b3 Isn::is:;ucture . Q search @ o2 u [ o @
- € Policies
Chassis Create

Fabric Interconnects

HyperFlex Clusters —

Filters \, Search
Virtualization
Kubernetes NTP

Platform Type

Integrated Systems All

©  configure A UCS Server SNMP

Profiles ®) UCS Domain Switch Control

UCS Chassis Syslog
Templates

HyperFlex Cluster St
stem Qo! -
Policies Y
Kubernetes Cluster
(o]
Pools

Step 2. Provide a name for the port policy, select the Switch Model (present configuration is deployed with FI
6454) and click Next.

«N
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o, Infrastructure

°° gervice Q Search

vl Intersight

A Policies > Port

cees Create

Fabric Interconnects

HyperFlex Clusters = General

o General

! name escC tion nd tag for the

Virtualization Add a name, description and tag for the
policy

2 Unified Port

Kubernetes
Organization *

Integrated Systems 3 Breakout Options defauit

© i :
Configure N 4 PortRoles Name *
2 AA08-XSerires-Port-F16454
Profiles
Templates Switch Model *
) UCS-FI-6454 -
Policies
Pools e

Step 3. Click Next. Define the port roles; server ports for chassis and server connections, Fibre Channel ports
for SAN connections, or network uplink ports.

Step 4. If you need Fibre Channel, use the slider to define Fibre Channel ports.

Step 5. Select ports 1 through 16 and click Next, this creates ports 1-16 as type FC with Role as
unconfigured. When you need Fibre Channel connectivity, these ports can be configured with FC Uplink/Storage
ports.

s Intersight S infrastructure Service 7 @w @

Policles > Port

Overviaw
o Oparate -~
Unified Port
Seryers © caneral
Canfigure the port mades 10 carry FC of Ethernet traffic
Chassis
b ° Unified Port

Fabu: hnwrornesis @ Move slides 15 configure unified ports and select port ta set breskout.

3 Breakout Options
HyperFlex Clusters
Fibra Channel Ports

4 Port Roles
Virtualization

© 16 Fibra Chann
Kubemetes

Integrated Systems FRAFANN IR IR R Ty

©  configure ~

Profiles

Templates

Ethernat Pore 17-54

Policies FC Foris 1118

Pools

Cancel |ﬁ m
Step 6. Click Next.

Step 7. If required, configure the FC or Ethernet breakout ports, and click Next. In this configuration, no
breakout ports were configured. Click Next.

Step 8. To configure server ports, select the ports that have chassis or rack-mounted servers plugged into
them and click Configure.
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Port Roles

Configure port roles to define the traffic type carried through a unified port connection.

PortRoles PortChannels Pin Groups

Selected  Port 17, Port 18, Port 19, Port 20, Port 21, Port 22, Port 23, Port 24, Port 25, Port 26, Port 27, Port 28, Clear
| Ports Port 29, Port 30, Port 31, Port 32

@ Ethernet Uplink Port Channel @ Server

Unconfigured

3

Step 9. From the drop-down list, select Server and click Save.

Configure (16 Ports)

Configuration

Selected Port 17, Port 18, Port 19, Port 20, Port 21, Port 22, Port 23, Port 24, Port 25, Port 26, Port 27, Port 28, Port 29, Port 30
Parts Port 31, Port 32

Role

Server

ﬂ MN9K-C93180YC-FX3 requires CI74 FEC for 25G speed ports. Learn more at Help Center.

FEC @

(@ Auto cl7a

(I Manual Chassis/Server Numbering o

Step 10. Configure the uplink ports as per your deployment configuration. In this setup, port 53/54 are
configured as uplink ports. Select the Port Channel tab and configure the port channel as per the network

configuration. In this setup, port 53/54 are port channeled and provide uplink connectivity to the Cisco Nexus
switch.
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Policies > Port

Create

Create Port Channel

Configuration

B The combined maximum number of Ethamet Uplink, FCoE Uplink, and Appliance port channels permittad
is 12 and the maximum number of FC port channels parmitied is 4.

Role
Ethernet Uplink Port Channel

Port Channel ID * Admin Speed
61 " futo

Ethernet Network Group @

Seloct Policy &

Flow Control

Select Policy £
Link Aoareaation
Policies > Port
Port Roles
@ General
Caonfigure port rotes to cefine the traffic type carried through a unifiad port connection

@ Unified Port

(©) sereakout options

° Port Roles

PortRoles  PortChannels  Pin Groups

Role

Ports

Cancel

Ethemet Uplink Port Channe

Port 53, Port 54

Step 11. Repeat this procedure to create a port policy for Fabric Interconnect B. Configure the port channel ID
for Fabric B as per the network configuration. In this setup, the port channel ID 62 is created for Fabric

Interconnect B, as shown below:
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]
Create

Port Roles
@ General

Configure port roles to define the traffic type carried through a unilied port connection.
@ Unified Port
@ Breakout Options

o Port Roles I

Port Roles Port Channels  Pin Groups

@ Ethemet Uplink Part Channe

titemsfound 14 v perpage 1 of1
ID Role Ports
62  Ethemet Uplink Part Channel Part 53, Port 54

Procedure 3. Create NTP Policy

Step 1. Under Policies, select Create Policy, then select UCS Domain and then select NTP. Click Start.

o3 Infrastructure Service

& Palicies
Owardew
Create
O Oparate ~
Bervers Filters e
Chassis

Link Cantrol Pact System a5

Platfcamn Tyqe

Fabric Intarcannacts

Mutticast Palicy

HypsirFior Clustins

Virtuakzation

nk Aggregatian

Kubarnetes

Int=grated Systems Hpeifles Clugie

i Hubensles Chaslen
& configura ~

Frofiles
Templates

Palicas

Poals

e [ sor |
Step 2. Provide a name for the NTP policy.
Step 3. Click Next.

Step 4. Define the name or IP address for the NTP servers. Define the correct time zone.
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Policies » NTP

Create

@ General Policy Details

Add policy details

o Policy Datails PR

@D ErcbientE o

MNTP Servers *
172.20.10.15 b [ii

Timezone

Amenica/Los_Angeles

k Cancel

Step 5. Click Create.

Procedure 4. Create syslog Policy

Note: You do not need to enable the syslog server.

Step 1. Under Policies, select Create Policy, then select UCS Domain, and then select syslog. Click Start.

a8 Infrastructure Service

& Pallcles
Quervie c "
@  Operata ~
Bervers Filters i, Search
Chassis
Ethemel Netwers Contal Lini Cantral Furl
Fabric Intarconnacts Platform Type
al Lthernel Neters Groug Mullicas Paley Shb

HyparFlax Clstars
Flows Correl etk Connectisity Swilch Genteal

— e

Virtualizatien

Kuhematns

ntagrated Systems HyperFles Cluster

Kubeinsies Gluster
& configune

erofiles
Templates
Policies

Foals

Step 2. Provide a name for the syslog policy.

Step 3. Click Next.

Step 4. Define the syslog severity level that triggers a report.
Step 5. Define the name or IP address for the syslog servers.
Step 6. Click Create.
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|
Procedure 5. Create QoS Policy

Note: QoS Policy should be created as per the defined QoS setting on uplink switch. In this Cohesity
deployment, no Platinum/Gold/Silver, or Bronze Class of Service (CoS) were defined and thus all the traffic
would go through best efforts.

Step 1. Under Policies, select Create Policy, select UCS Domain, then select System QoS. Click Start.

+ Falizins
Dwarview
©  Oparata .
Servers Filters 4 Guael
Chassis
Fisthorm Typs Cberinet bozmrk Sontial Link Canral Fai.
Fabric Intarconnacts
Al Libernet Letwock G Multizast Paley R
HyparFlax Clustes
73 Flawe Gorem Mateark Cannechieny swich Cantral wEay
Virtalization
Vine Ageragaticn MR Fyaing
Kubemetes
Infagratad Systams AyperFlis Clister
Aubernites Fssas
% Configurs o~
Prafiles
Templates
Palicias
Puols
(o]

Step 2. Provide a name for the System QoS policy.
Step 3. Click Next.

Step 4. In this Cohesity configuration, no Platinum/Gold/Silver, or Bronze Class of Service (CoS) were defined
and thus all the traffic would go through best efforts. Change the MTU of best effort to 9216. Click Create.

Folicies > System QoS

Create
Policy Details
@ Add policy details
General
B  This policy is apalicable only for UCS Domains
o Policy Details

Configure Priorities

P Fiatinum

I ol

I siveer

I tronze

Gest Effart

Fikre:
Channel 3 © 5 Jom o PR

< Cancel Back |
Procedure 6. Create Domain Profile
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Note: All the Domain Policies created in this procedure will be attached to a Domain Profile. You can
clone the Cisco UCS domain profile to install additional Cisco UCS Systems. When cloning the Cisco UCS
domain profile, the new Cisco UCS domains use the existing policies for consistent deployment of
additional Cisco Systems at scale.

Step 1. Select the Infrastructure Service option and click Profiles.
Step 2. Select UCS Domain Profiles.
Step 3. Click Create UCS Domain Profile.

& Intersight »2 Infrastructurs Service

:

Cedon Profiles
o PN HyperFlex Cluster Profiles UCS Chassis Profiles UCS Domain Profiles UCS Server Profiles Kubernetes Cluster Profiles

perate &
Servers
Creste UCS Domain Profile
Chassls
% A8 UCS Domain Pr.
Fabric Intarconnects
| Add Filter © Export 4 items found 1~ parpage
HyparFiax Clustars UCS Domain
Nama Status i s Last Update
Virtualzation \WADS - DomanP - 1 Nat Assicrac
Kiohactaten 25-FIB454-DomainProfi Do 25-FI 1A C25-FI Fr-E
1 T eofile-+ A b 1 Not Assigres Jul 26, 37 PM
Intagrated Systams
foma eofila-+ 1 Not Assigned ul 786,

(7 Config ~

Templates

Policies

Step 4. Provide a name for the profile (for example, AA08-XSeries-DomainProfile) and click Next.

o Infrastructure &

+ Profie
e Create UCS Domain Profil
B Oparata ~
General
© o |
nd 3 name daseriatizn and tag for the UCE damain profle.
Chastia 2 UGS Dormain Assgnment
Faliric Intareannacts datault
5 VLAN A VAN Configration
HyoerFlax Ciustars N
4 Ports Configuration AsE-HSenes-DomarR ol
irtualization
Kubemetes 5 UCE Domain Configuration
Fat Tags
Integrated Systems
6 Summary
& Configure
Description
Prafiis “
Templates
Palicies
Fools

Closa Back | m

Step 5. Select the fabric interconnect domain pair created when you claimed your Fabric Interconnects.
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4 Profiles

Ovarviaw - -
Create UCS Domain Profile
a Operate o~
I @ — UCSD.nmaInAsslgnmont

Choose 10 asgign a laoric <1 pair to the profile now o [@1er,

B @ ues nomain Assignmen: -

Faibric tercannects

3 VLANE VEAN Configuration
HyparFlex Clusters B  choase toassign a fabric interconnect pair now ar later. i you choass Assign Naw, sesect a pair that you

want 10 assign and click Mext . Il you choose Assign Lates, click Next ta proceed 1o poicy selection.
4| Parts Configuration

Virtualization
I show Assigned
Kubemetes % UGS Domain Canfiguratian
Integrated Systams
& Summary L A Files % ftems faund 10+ perpage 1 of
& Configure -~ Fabric Interconnect A Fabric Interconnect B
Model Serial Bundie Version Model Serial Bundie Yersion
Prafilas ucs- WIESE 1.2(2a) FODZRIBICIG 1.2123)
et FOUZIBIME FOUZIELNG
= Seiscter 1of 2 ShowSelected  Unselect Al o1
Poals

< Close Back | m

Step 6. Under VLAN & VSAN Configuration, click Select Policy to select the policies created earlier. (Be sure
that you select the appropriate policy for each side of the fabric.) In this configuration the VLAN policy is same
for both the fabric interconnects.

v Intersight o2 Infrastructure Se

+ Profias
Overview . .
Create UCS Domain Profile
O Oparata ~
— @ F—— VLAN & VSAN Cenfiguration
Create or select a palicy for the fabric interconnect pair
B (%) ues Damain Assignment

~ Fabric Imerconnect A 1ol 2 Policies Configured
Fabrie Intarcannacts

o WLAM & VAN Conflguration

HypaeFlax Clustars WLAM Conliguration ® o &
4 Ports Configuration
Wirtualization .
VEAN Configuration Select Policy
Kubarnates 5 UCS Damain Canfiguration
Integrated Systems
8 Sunmary ~ Fabeic Interconnect B 1 2f 2 Palizies Conligured
& Configure ~
Profiles WLAM Cenliguration k@ | 2| | A0BK-SeriesWLAN [
Templates WVEAN Confiquration Saloct Policy (£
Policies
Pools

Close E|m
Step 7. Under Ports Configuration, select the port configuration policies created earlier. Each fabric has

different port configuration policy. In this setup, only the port channel ID is different across both the Port
Configuration Policy.
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€ Profiles

Create UCS Domain Profile

Ports Configuration
General
Create or select a port policy for the fabric interconnect pair

@ cConfigure ports by creating or selecting a policy.

@ UCS Domain Assignment
@ VLAN & VSAN Configuration

Fabric Interconnect A Configured
o Ports Configuration

= ¢ . i Ports Configuration e
5 UCS Domain Configuration Selected Policy AAO8-XSeries-Port-FI6454 x @ V4

6 Summary

FIFTDTIITE S ST E R AR TN TE AT

@ Ethemet Uplink Port Channel
~ Fabric Interconnect B Co
Ports Configuration ’
Selected Policy AA08-XSeries-Port-FI6454-B X @ V4
Ports Port Channels

@ Ethernet Uplink Port Channel

Port Type Port Channel Type

Step 8. Under UCS Domain Configuration, select syslog, System QoS, and the NTP policies you created
earlier. Click Next.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 50 of 155



el Intersight 5% infrastructurs Service

& Prafies

Create UCS Domain Profile

& Ovarview
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Step 9. Review the Summary and click Deploy. Accept the warning for the Fabric Interconnect reboot and click
Deploy.

Deploy UCS Domain Profile X

UCS Domain Profile "AA08-XSeries-DomainProfile" will be deployed
to the assigned fabric interconnect pair “AA08-XSeries”. {

A This action requires the Fabric Interconnects in the domain to be
rebooted. This will result in a traffic disruption in the domain. To limit
disruptions, reboots are staggered. One of the Fabric Interconnects
will be rebooted first and when the process is complete and the
Fabric Interconnect connects back to Intersight, the other Fabric
Interconnect will be rebooted.

o]

Step 10. Monitor the Domain Profile deployment status and ensure the successful deployment of Domain
Profile.
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Deploy Domain Profile

Details

Execution Flow

15

In Progress

MName

Deploy Domain Profile

o
643dddaf696f6e2d31650a5a

Target Type

Fabric Interconnect

Target Name
AADB-XSeries FI-B

Source Type

Domain Profile

ce Name

AADB-XSeries-DomainProfi...

Progress 50%

Wait for Peer Fabric Interconnect to come up after reboot
(= Deploy Fiber Channel and Ethernet Breakout Ports
@ Deploy System QoS Policy
) Deploy Ethernet Metwork Policy
@ Deploy Syslog Palicy
& Deploy NTP Palicy
@ Update Domain Profile State
@ Validate Syslog Policy
) Validate NTP Policy
@ Validate Ethernet Network Policy

@ Validate Port Policy

@ Validate System QoS Policy

Infrastructure Se

HyperFlex Cluster Profiles

O Operate ~
Servars

Chassig

* All UCS Do

Fabric Interconnects

Profiles

UCS Chassis Profiles  UCS Domain Profiles  UCS Server Profiles  Kubernetes Cluster Profiles

Acses Filtar Epot  Sitemsfouns 10+ perpage 1
HyperFilex Clusters UCS Domain
Name Status Fabric Fabric Last Update
Virtuakzation ( D @ o B Fi 3 E 530
Kubermetes AA08-Domalr 1 Not Azzigned 12 hours ago
16454-DomainProfie 2 o 25-FIF Mar 18, 20

Integrated Systams
©  configure ~
Profiles
Templates

Palicias

21 Not Assignae

£1 Not Assigned

Step 11. Verify the uplink and Server ports are online across both Fabric Interconnects.

1560

rastructure Service

Q Search @

& Fabric Interconnects

@  Overview o
AAO8-XSeries FI-A & wns
o O t ~
ot General Inventory  Connections  UCS Domain Profile
Servers
Chasae Details Properties
Fabric Interconnects
Health
HyperFiex Clusters A Waming

Virtualization
Kubernetes
Integrated Systems

©  configure ~

ey DI I Emn

Na e

AAOB-XSeries FI-A

vkl ol et OO aE Orand oy

@ Health Overlay

UCS-FI-6454

Anmnce

Mara

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

Page 52 of 155



bl Intersight 3¢ Infrastructure Service Q. search

€ Fabric Interconnects

Overview S
AAO08-XSeries FI-B 4 v
o Operate A 3 o
General Inventory Connections UCS Domain Profile
Servers
Chassis Details Properties

Fabric Interconnects

Health

i Front ar
Hyperflex Clusters 4 Warning

Virtusiization Nt PE———— Ty Y Yy v
AAO8-XSeries FI-B - sl rlrad Al P AR PR arar SEE m
Kubernetes - - -
Peer Switch
Integrated Systems AAD8-XSeries FI-A Locator LED @ Health Overlay
©  configure ~ Mode
UCS-FI-6454
Profiles Mode Access

The Cisco UCSX-9508 chassis and Cisco UCS X210c M6 compute nodes are automatically discovered after the
successful configuration of the ports using the domain profile. The following screenshots show the front and
rear views of the Cisco UCSX-9508 chassis, followed by the Cisco UCS X210c M6 compute nodes:

el Intersight o*2 Infrastructure Service

cisco

3 € Chassis
< Overview R
AAQ8-XSeries-1 o cus
o Operate ~ - - :
pe General Inventory Connections UCS Chassis Profile
Servers
Clnets Details Properties
Fabric Interconnects
Health
UCSX-9508 Front Rear
HyperFlex Clusters @ Critical
Virtuaiization Name
AAOB-XSeries-1
Kubemetes
Serial
Integrated Systems FOX2509P02A
< Configure ~ Model
UCSX-9508
Profiles
Revision
Templates 0
Policies _
Part Number
68-6847-03
Pools
Management Mode
Intersight
Contract Status
© Not Covered

Locator LED © Health Overlay ‘)
UCS Domain =

After the Cisco UCS domain profile has been successfully created and deployed, the policies, including the port
policies, are pushed to Cisco UCS fabric interconnects.

Setup UCS X9508 Chassis Profile

A Cisco UCS Chassis profile enables you to create and associate chassis policies to an Intersight Managed
Mode (IMM) claimed chassis. When a chassis profile is associated with a chassis, Cisco Intersight automatically
configures the chassis to match the configurations specified in the policies of the chassis profile. The chassis-
related policies can be attached to the profile either at the time of creation or later.
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A chassis profile is composed of several policies. Table 15 lists the policies required for the solution described
in this document.

Table 15. Policies required for chassis profile

IMC Access Policy for UCS Chassis
Power Policy

Thermal Policy

Procedure 1. Create IMC Access Policy for UCS Chassis

Step 1. Select Infrastructure Services.

dveat Intersight o3 Infrastructure Service

€i15¢o

Infrastructure Service

5 Q
@ Overview B9  \Manage compute and converged

Infrastructure cperations.

o] Operate L= Cloud Orchestrator

Servers
l Workload Optimizer

Chassis

Fabric Interconnects

= i
B® wyoashboard
HyperFlex Clusters o It
Virtualization E
System
Kubernetes
Integrated Systems Explore More Services 7

Step 2. Under Policies, select Create Policy. In the platform type select UCS Chassis, then select IMC Access
and click Start.

* Intersight

& Palicies
# Overview c t
o Operate
Sarvars Filters R
Chassn
Platform Type Puwer SHME Fretm
Fabnc Interconnects
Al
HyparFlax Clustars
L0S Serier
Virtualizatian
LCS Domain
Kubemetes
Integrated Systems Hyperrlex Chuster
Kubemetes Clustes
& confiqure -~
Profiles
Templates
Palicias
Pagls
=

Step 3. Enter a name for Policy (for example, AA08-XSeries-IMC).
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Step 4. Select the UCS Chassis tab, define the IN-Band VLAN ID, select IPv4 configuration, and then select IP
Pool. Create an IP Pool and click Create.

b Intersight 32 nfrastructure Service v

Policies > IMC Access
Querviaw

O Operate A
Policy Details
Servers @) oceneral Y
Ada policy detals
Chassis ;
© roicyoensic i o) %
Fabric Interconnects
Hyperflex Clusters @ A mnmum of ana configuration must bs anasied, Polckas e SNMP, vMadia ans Sysiog ara curmantly rat
supported via Out-Of-Band and will regquire an In-Band IP 1o be configured. Check here for mere info, Help
Virtuslization i
Kubemetes
@D In-pare Conligueation ©
Integratod Systems
VLANID *
& configure ~ 1080
Profiles
Templates B 1Ped address configuration
Policies 1Pv6 3ddress conliguration
Poois

1P Poal *

Selectag IP Pool  AADS-XSerks PPool x % v

conce 4] o |

The IP Pool configuration is detailed below:

Policies > IMC Access > Create

Create IP Pool

@ o IPv4 Pool Details
eneral

Metwork interface configuration data for IPvd interfaces.

o IPv4 Poal Details | @D configuee IPva Pool

3 IPvG Pool Details Configuration
MNetmask * Gateway
255.255.255.0 @ 10.108.0.254

Primary DNS

17220453

IP Blocks
From Size
10.108.0.18 g

< Close | Back m

Procedure 2. Create Power Policy for Chassis

Note: If you have a Cohesity deployment with 8x X210c¢ nodes and a Cisco UCS X-Series chassis
equipped with 6x 2800w power supplies, it is recommended to have the Power Redundancy as Grid.

Step 1. Select Infrastructure Services.
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deeat Intersight
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O} Overview

o] Operate
Servers
Chassis

Fabric Interconnects

HyperFlex Clusters

Virtualization

Kubernetes

Integrated Systems

Infrastructure Service

Q
®9  Manage compute and
o0

ini ure cpe

Cloud Orchestrator

. Workload Optimizer

i
= My Dashboard

E System

Explore More Services 7

Step 2. Under Policies, select Create Policy. In the platform type select UCS Chassis, then select Power and

click Start.

Step 3. Name the Power Policy and click Next.

Step 4. Select UCS Chassis. If you have a Cohesity deployment with 8x X210c nodes and a Cisco UCS X-
Series chassis equipped with 6x 2800w power supplies, the Power Redundancy as Grid is recommended. Click

Create.

o2 Infrastructure Service

54 414

s 0

Q search

Overview

O Operate -~
Sarvars
Chassis
Fabric Intarconnacts
HyperFlox Clusters
Virtualizatian
Kubamates
Integrated Systems

& Cconfigure ~
Profiles
Templates
Policies

Poals

Policies > Power » CZ25-IMM-Coh-Power

Edit

() senera Policy Detalls
Add palicy detaits
o Falicy Details |

AlPltterms | UDE Server (Fi-Attached)

Configuration
Powar Radundanay
i

@D rower save Mode o
@D Cyramic Power Rebalzncing @
@D tuendea Power Capacity @

Power Allozation (Watts)
¥

< Cancel

Procedure 3. Create Thermal Policy for Chassis

Step 1. Select Infrastructure Services.
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deeat Intersight a2 Infrastructure Service v

Infrastructure Service

-]
gL Overview °.g Manage compute and converge
Infrastructure cperations
o Operate ‘ @ Cloud Orchestrator
Servers

. Workload Optimizer
Chassis

Fabric Interconnects

i
= My Dashboard
HyperFlex Clusters L]
Virtualization E
System
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Integrated Systems Explore More Services (7

Step 2. Under Policies, select Create Policy. In the platform type select UCS Chassis, then select Thermal and
click Start.

Step 3. Name the Thermal Policy and click Next.

Step 4. Keep the Fan Control as Acoustic, this will allow optimal cooling with balanced performance for
Cohesity nodes on X210c. Click Create.

2 Infrastrusture Service

Poicies 3 Thermal > AAOS-XSeries-Thermal
Ovarulew

Edit
L= Operate ~

Palicy Details

Servers @ General ¥
Aud polcy detais

Chassis

Faboy Details
© roreyoe | B This oolicy is supiatie anly for UCS Chassis

Faric Interconnects
HypeeFlen Clusters Fan Control

Virtsakzation

LT Fan Cantrol Made
Aroustic

Integrated Systems

©  canfigura ~
Prafies
Tamplatas
Palicies

Paois

¢ camn oy s |

Procedure 4. Create Chassis Profile

Step 1. Select Infrastructure Service from top left option and click Profiles.
Step 2. Select UCS Chassis Profiles.
Step 3. Click Create UCS Chassis Profile.
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Step 5. Select the Cisco UCS X-Series chassis discovered in the previous procedure. Click Next.

+ Prothas

Create UCS Chassis Profile
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Step 6. Select IMC Access, Power and Thermal polices created in the previous steps. Click Next.

o Infrastrscture Service -

& Frofiles

Create UCS Chassis Profile

@ -
@ " ! Chassls Conflguration
Greate o sebect axisting pelciss et you want 1o sesociale wilh s chessis pof
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N 4 Summary
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Step 7. Click Deploy to deploy the chassis profile to the chassis discovered. Monitor the chassis profile
deployment status and verify its completion.

Intersight 3 Infragtrucsure Sarvica

) + Profiles
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6 Operate ~
© coms Summary
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Close | Back m

The successful deployment of the Chassis Profile is detailed below:
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© Requests X

Deploy Chassis Profile
Details Execution Flow
Staws { Deploy Power Pollcy for Chassis
& Success
& Deploy Thermal Policy for Chassis
Mame @ Deploy Access Policy

Deploy Chassis Profile
eploy Lhassis Froflie ) Daploy IMC Access VLAN on Fabric Interconnect

18] @ validate IMC Access VLAN Configuration
643006c6066020316cd211 Completed

Target Type @ Validate Thermal Policy for Chassis
Chassis Completed

Target Name 2 validate Access Policy

AADE-XSeries-2 Completed

Source Type @ Validate Power Policy for Chassis

Chassis Profile Completed

Source Name {2 Prepare Chassis Profile Deploy
AADB-KSeries-Chassis

Manual Setup Server Template

A server profile template enables resource management by simplifying policy alignment and server
configuration. You can create a server profile template by using the server profile template wizard, which groups
the server policies into the following categories to provide a quick summary view of the policies that are
attached to a profile:

e Pools: KVM Management IP Pool, MAC Pool and UUID Pool

Compute policies: Basic input/output system (BIOS), boot order, Power, and virtual media policies

Network policies: Adapter configuration and LAN policies

> The LAN connectivity policy requires you to create an Ethernet network group policy, Ethernet network
control policy, Ethernet QoS policy and Ethernet adapter policy

Storage policies: Not used in Cohesity Deployment

« Management policies: IMC Access Policy for Cisco UCS X210c node, Intelligent Platform Management
Interface (IPMI) over LAN; local user; Serial over LAN (SOL); Virtual Media Policy

Create Pools

Procedure 1. Create IP Pool

The IP Pool was previously created during the IMC Access Policy creation for the Cisco UCS X-Series chassis
profile as shown below:
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Procedure 2. Create MAC Pool

Note: Best practices mandate that MAC addresses used for Cisco UCS domains use 00:25:B5 as the first
three bytes, which is one of the Organizationally Unique Identifiers (OUI) registered to Cisco Systems, Inc.
The remaining 3 bytes can be manually set. The fourth byte (for example, 00:25:B5:xx) is often used to
identify a specific UCS domain, meanwhile the fifth byte is often set to correlate to the Cisco UCS fabric
and the vNIC placement order.

Note: Create two MAC Pools for the vNIC pinned to each of the Fabric Interconnect (A/B). This allows
easier debugging during MAC tracing either on Fabric Interconnect or on the uplink Cisco Nexus switch.

Step 1. Click Infrastructure Service, select Pool, and click Create Pool.
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Step 2. Select MAC and click Start.
Step 3. Enter a Name for Mac Pool (A) and click Start.
Step 4. Enter the last three octet of MAC address and the size of the Pool and click Create.
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Step 5. Repeat this procedure for the MAC Pool for the vNIC pinned to Fabric Interconnect B, shown below:

Intersight 2 infrastructure Sarvice

: Poals » MAC Poal
Overview

Create
G Operate -~
Pool Details
Servers General
@ Callectizn of MAC Blocks
ch
e ° Paal Details.

MAC Blocks

Fabric Interconnects

HyperFlex Clusters

Virtualization
Kubernetas
Integrated Systems
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Prafiles
Templates
Pallcles

Paols

4 Cancel m m
Procedure 3. Create UUID Pool

Step 1. Click Infrastructure Service, select Pool, and click Create Pool.

Step 2. Select UUID and click Start.

Step 3. Enter a Name for UUID Pool and click Next.

Step 4. Enter a UUID Prefix (the UUID prefix must be in hexadecimal format XxXxXXXXXX-XXXX-XXXX).

Step 5. Enter UUID Suffix (starting UUID suffix of the block must be in hexadecimal format XxXxX-XXXXXXXXXXXX).

Step 6. Enter the size of the UUID Pool and click Create. The details are shown below:
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Create Server Policies

Procedure 1. Create BIOS Policy

Table 16 lists the required polices for the BIOS policy.

Table 16. Policies required for domain profile

Memory -> Memory Refresh Rate 1x Refresh

Power and Performance -> Enhanced CPU Auto

Performance

Processor -> Energy-Performance Balanced performance
Processor -> CPU Performance enterprise

Processor -> Processor EPP Enable enabled

Processor -> EPP Profile Balanced performance
Processor -> Processor C1E disabled

Processor -> Processor C6 Report enable

Processor -> Power Performance Tuning 0s

Serial Port -> Serial A Enable enabled

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.
Step 2. Select UCS Server, BIOS and click Start.
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Step 3. Enter a Name for BIOS Policy.
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Step 4. Select BIOS Option and change the Memory Refresh Rate to 1X.

frastructure Service

Policies > BIOS

Create

@ General
o Policy Details

Step 5. Select Power and Performance and change Enhanced CPU Performance to Auto.
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Step 6. Select CPU and change the following settings:
o Energy-Performance > Balanced performance
e CPU Performance > enterprise
o Processor EPP Enable > enabled
« EPP Profile > Balanced performance
e Processor C1E > disabled
e Processor C6 Report > enable
e Power Performance Tuning > os
Step 7. Select Serial A Enabled and change to enabled.
Step 8. Click Create.

Procedure 2. Create Boot Order Policy

The boot order policy is configured with the Unified Extensible Firmware Interface (UEFI) boot mode, mapping of
two M.2 boot drives and the virtual Media (KVM mapper DVD). Cohesity creates a software RAID across 2x M.2
drives provisioned in JBOD mode.

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.

Step 2. Select UCS Server, Boot Order, and click Start.

Step 3. Enter a Name for Boot Order Policy.

Step 4. Under Policy Detail, select UCS Server (Fl Attached), and ensure UEFI is checked.

Step 5. Select Add Boot Device and click Local Disk, name the device name as m2-2 and slot as MSTOR-
RAID.

Step 6. Select Add Boot Device and click Local Disk, name the device name as m2-1 and slot as MSTOR-
RAID.

Step 7. Select Add Boot Device and click vMedia and name the ‘vmedia-1’ device name
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Step 8. Ensure vMedia is at the highest boot priority as shown below:

Hseh' Intersight $2 Infrastructure Service v & s @ 0
Overview
O/  Operate n
Servers @ General
Chassis
© roscyvenais

Fabric Interc

onnects
HyperFlex Clusters

@ s

Virtualization

@ csoes

Kubemetes
Sl
MSTOR-RAID

Integrated Systems

©  Configure -
Profiles
Thaiplstas Bootloader Name Bootleader Description

Policies

Pocis

[ Locat isk (m2-2) ] @i g -

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.
Step 2. Select UCS Server, then select Power and click Start.
Step 3. Name the Power policy, click Next.

Step 4. Select the default power priority, select Power Restore as Last State and click Create. The Power
Restore sets the Power Restore State of the Server. In the absence of Cisco Intersight connectivity, the chassis
will use this policy to recover the host power after a power loss event.

el Intersight o8 Infrastructure Service -

0]
i ils
@ e Policy Deta
Aed pelicy detais
Chassis
o Policy Details ’ e o
Fabric Intarcannacts
HyperFlex Chusters Configuration
Virtaization
@D Fover roliing
Kubarnetes
Integrated Systems
©  configure
Profies
Tempiates
Policies

Pock

cancel N e

Procedure 4. Create Virtual Media Policy

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.
Step 2. Select UCS Server, then select Virtual Media and click Start.
Step 3. Name the Virtual Media policy and click Next.
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Step 4. Select UCS Server (FI Attached), keep the defaults. Click Create.

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.
Step 2. Select UCS Server, then select Virtual KVM and click Start.
Step 3. Name the virtual KVM policy and click Next.

Step 4. Select UCS Server (FI Attached), keep the defaults and enable Allow tunneled KVM. Click Create.

o aOperata
Policy Details
Servers @ General
Add poicy detals
Chassis
o PolicyDetails | s s
Eabric Interc: t
@D crable vinual kvt @
HyparFlax Chustars
. W
Virtuafzat
]
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& configure -~
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Templates
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< Cancel Back m

Procedure 6. Create IMC Access Policy for X210C nodes
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Currently, the management IP addresses used to access the CIMC on a server can be In-Band addresses,
through which traffic traverses the fabric interconnect via the fabric uplink port. For more information, see:
https://intersight.com/help/saas/features/servers/configuretiserver policies

Note: Currently for Cisco X-Series, IMC access policy can be configured only with In-Band IP addresses.

Note: Ensure no IPMI configuration is defined during the Cohesity Cluster creation. Cohesity software
doesn't have dependencies on the IPMI network or user settings. Hardware IPMI events monitoring is
through local execution of ipmitool commands.

Note: When the Cohesity cluster is configured, you will see the alert notification “IPMI config is absent.”
This is due to the “No IPMI configuration” during the Cohesity cluster creation. Please ignore this alert or
contact Cohesity support for more details.

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.
Step 2. Select UCS Server, then select IMC Access and click Start.

Step 3. Name the IMC Access policy, then click Next.
Step 4. Enter the VLAN ID for IN-Band Access, select IP Pool.

a8 [ oass @

9 Operate -
(2) ceneral Policy Detalls
Add policy detaits

Chassis . .
o Poficy Details MPalicrms | UGS Server (Fattacee) | UGS Crasss

Fabric Intercannects

Servers

D = minimum af ona configuratian must be anatied. Poicies ke SNMP, vMada and Sysiog am curmently not
supparted via Qut-C1-Band ard will raguire an In-Band IP t3 be configured, Check hara far mara info. Hels
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Templates

Policies

Paoks
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Procedure 7. Create IPMI over LAN Policy

Note: The Fl-attached blade servers do not support an encryption key. For the Cisco UCS X-Series
deployment, please do not enter an encryption key.

Step 1. Name the IPMI Over LAN policy, then click Next.

Step 2. Select UCS Server (FI-Attached).

Step 3. For the Privilege Level, select admin and do no create an encryption key (Fl-attached blade servers do
not support an encryption key).

Step 4. Click Save.
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Procedure 8. Create Serial over LAN Policy

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.

Step 2. Select UCS Server, then select Serial Over LAN and click Start.

Step 3. Name the Serial Over LAN policy and click Next.

Step 4. Select UCS Server (FI- Attached) and the select the Baud Rate of 11520. Click Create.
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Edit
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Procedure 9. Create Local User Policy

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.
Step 2. Select UCS Server, then select Local User and click Start.
Step 3. Name the Local User policy and click Next.
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Step 4. Add a local user with the name <<kvm-user>> and role as admin and enter a password. This is used to
access the server KVM through KVM IP. Click Create.
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Procedure 10. Create LAN Connectivity Policy

Note: For Cohesity network access, the LAN connectivity policy is used to create two virtual network
interfaces (vNICs); vNICO and vNIC1. Each vNICO and vNIC1 are pinned on Switch ID A and Switch ID B
respectively with the same Ethernet network group policy, Ethernet network control policy, Ethernet QoS
policy and Ethernet adapter policy. The two vNICs managed by Cohesity for all UCS Managed mode or
Intersight Managed mode (connected to Cisco UCS Fabric Interconnect) should be in Active-Backup mode
(bond mode 1).

Note: The primary network VLAN for Cohesity should be marked as native or the primary network VLAN
should be tagged at the uplink switch.

Note: For UCS Managed or IMM deployments, it is recommended to have only two (2) x vNIC (active-
backup) for all Cohesity deployments. To allow multiple network access through VLAN, Cohesity supports
configuration of a sub-interface, which allows you to can add multiple VLANSs to the vNIC.

Note: This configuration does allow more than two (2) vNICs (required for Layer2 disjoint network); the
PCI Order should allow the correct vNIC enumeration by the Operation System.

Step 1. Click Infrastructure Service, select Policies, and click Create Policy.

Step 2. Select UCS Server, then select Lan Connectivity Policy and click Start.
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Step 3. Name the LAN Connectivity Policy and select UCS Server (Fl Attached).
Step 4. Click Add vNIC.
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Step 5. Name the vNIC “vNICO0.”
Step 6. For the for vNIC Placement, select Advanced.
Step 7. Select MAC Pool A previously created, Switch ID A, PCI Order 0.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 71 of 155



ERIE S Q searen @ (@ Q@s @ @

Policies > LAN Connectivity

Create

Fin Group Mame

MAC

[ Pool Static ]

MAL Pool * ©

Selected Pool  AADS-XSeries-MACPocl-A * @ | &
Placement

[ Simple Advanced ]

B when Simple Flacement is selected, the Slot 1D and PCI Link are autematically determined by the system.
wNICs are deployed on the first VIC. The Slot ID determines the first VIS, Slot ID numbering begins with
MLOM, and thereafter it keeps incrementing by 1, starting from 1. Simple assignment is not applicable for
13xx series VICE that support dual-lnk.

PCI Qraer

Cancal

Step 8. Create the Ethernet Network Group Policy; add the allowed VLANs and add the native VLAN. The
primary network VLAN for Cohesity should be marked as native or the primary network VLAN should be tagged
at the uplink switch.
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Palicies » LAN Connectivity » Create
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a Operate ~
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Step 9. Create the Ethernet Network Control policy; name the policy, enable CDP, set MAC Register Mode as
All Host VLANSs, and keep the other settings as default.
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Step 10. Create the Ethernet QoS Policy; edit the MTU to 9000 and keep the Priority as best-effort.
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Step 11. Create the Ethernet Adaptor Policy; select UCS Server (FI-Attached), Interrupts=10, Receive Queue

Count = 8 Receive Ring Size =4096, Transmit Queue Count = 4, Transmit Ring Size = 4096, Completion Queue
= 12, keep the others as default, ensure Receive Side Scaling is enabled.
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Step 12. Ensure the four policies are attached and Enable Failover is disabled (default). Click Add.
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Step 13. Add vNIC as vNIC1. Select the same setting as vNICO, the only changes shown below.
Step 14. For Switch ID, select B, and the PCI Order should be 1.
Step 15. Optional. The MAC Pool can be selected as the MAC Pool for Fabric B.

Step 16. Select the Ethernet Network Group Policy, Ethernet Network Control Policy, Ethernet QoS, and Ethernet
Adapter policy as created for vNICO and click Add.
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Step 17. Ensure the LAN connectivity Policy is created as shown below with 2x vNIC and click Create.
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Create Server Profile

Procedure 1. Create Server Profile Template

A server profile template enables resource management by simplifying policy alignment and server
configuration. All the policies created in previous section would be attached to Server Profile Template. You can
derive Server Profiles from templates and attach to X21c nodes deployed for Cohesity. For more information, go
to: https://www.intersight.com/help/saas/features/servers/configurefiserver profiles

The pools and policies attached to Server Profile Template are listed in Table 17.

Table 17. Policies required for Server profile template

Compute Policies Network Policies Management Policies

KVM Management IP Pool BIOS Policy LAN Connectivity Policy IMC Access Policy
MAC Pool for Fabric A/B Boot Order Policy Ethernet Network Group IPMI Over LAN Policy
Policy
UUID Pool Power Policy Ethernet Network Control Local User Policy
Policy
Virtual Media Ethernet QoS Policy Serial Over LAN Policy
Ethernet Adapter Policy Virtual KVM Policy

Step 1. Click Infrastructure Service, select Templates, and click Create UCS Server Profile Template.
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Step 2. Name the Server Profile Template, select UCS Sever (FI-Attached) and click Next.

Step 3. Select UUID Pool and all Compute Policies created in the previous section. Click Next.
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Step 4. Select all Management Configuration Policies and attach to the Server Profile Template.
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Step 5. Skip Storage Polices and click Next.
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Step 6. Under Network Configuration, select the LAN connectivity Policy created in the previous section and

click Next.
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Step 7. Verify the summary and click Close. This completes the creation of Server Profiles. The details of the

policies attached to the Server Profile Template are detailed below.
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Ansible Automation Server Template

This section describes the automated creation of the Server Profile Template validated for Cisco UCS X210c
nodes certified for the Cohesity Data Cloud. The deployment is automated using Red Hat Ansible playbooks
available in the Cisco UCS Solutions GitHub repository. The automation will focus on the DayO installation of
Cisco UCS Server Profile Templates.

Note: Make sure the Domain Profile and Chassis Profile are already created and deployed.

The ansible automation creates a Server Profile Template attached to the Server Pools and Policies. These
Server Pools and Policies will be created as part of automation. For more information, go to:
https://developer.cisco.com/codeexchange/qgithub/repo/ucs-compute-

solutions/intersight cohesity xseries ansible/
¢ Pools: KVM Management IP Pool, MAC Pool and UUID Pool
» Compute policies: Basic input/output system (BIOS), boot order, Power, and virtual media policies
« Network policies: Adapter configuration and LAN policies

The LAN connectivity policy requires you to create an Ethernet network group policy, Ethernet network
control policy, Ethernet QoS policy and Ethernet adapter policy

« Management policies: IMC Access Policy, Intelligent Platform Management Interface (IPMI) over LAN;
local user; Serial over LAN (SOL); Virtual Media Policy

Figure 15. Overview of the automation process
GitHub
/_ Ansible Playbaaks )
. ‘ ‘ 00 @ -
TINTERSIGHT,
User N @
Control Machine Configure Compute
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Setup Information

Table 18 lists the configuration parameters.

Table 18. Configuration Parameters

Git Hub Repo - https://github.com/ucs-compute-
solutions/intersight cohesity xseries ansible
Variable need to be changed Variable that requires customer inputs are part of group_vars/

and require input

Variable that does not typically role_name/defauls/main.yml
require customer input (for

example, descriptions and so

on)

Prerequisites for the Ansible Playbook

Procedure 1. Prerequisite - Setup an Ansible Control Node running MacOS

Note: The Ansible workstation is running MacQOS in this setup.

To install on other operating systems see:

Step 1. Ansible control node requires Python 3.8 or higher. Verify if it is already installed.
$ python3 -V

Python 3 11 3

If Python is not installed or needs to be upgrade, use the commands below to install it.
$ brew install python3
-OR-
$ brew upgrade python3
Step 2. Verify that you have the Python package manager (pip). The python installation should automatically
install pip.
$ python3 -m pip -V
pip 23.0.1 from (op;/homgp;ew/lgp(pytﬁo'gé.11/site—ba'ckages/pip (python 3.11)
Step 3. If pip is not installed or needs to be upgraded, run the following commands.
$ curl https://bootstrap.pypa.io/get-pip.py -0 get-pip.py
$ python3 get-pip.py
-OR-
$ pip3 install --upgrade pip
Step 4. (Optional) Create Virtual Environment (venv) using Python and activate it for use.
$ python3 -m venv <venv_name>
$ python3 -m venv venvl

$ source ./venvl/bin/activate
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To deactivate: deactivate

Create aliases (example): alias switchto_venv="‘source ./venv1/bin/activate’
Step 5. Install Ansible on workstation in virtual environment (optional); other useful commands are provided.

(venvl)$ pip install ansible # not necessary to specify python version in venv
(venvl)$ which ansible

(venvl)$ ansible —--version

(venvl)$ ansible -h

(venvl)$ pip install —--upgrade ansible
Step 6. Verify the path and version of python is what you want Ansible to use:

(venvl) $ ansible —--version

(venvl) ANDHIMAN-M-454P:test-ansible andhiman$ ansible --version
ansible [core 2.14.4]
config file = None
configured module search path = ['/Users/andhiman/.ansible/plugins/modules', '/usr/share/ansible/plugins/modules’']
ansible python module location = /opt/homebrew/Cellar/ansible/7.4.08/libexec/lib/python3.11/site-packages/ansible
ansible collection location = /Users/andhiman/.ansible/collections:/usr/share/ansible/collections
executable location = /opt/homebrew/bin/ansible
python version = 3.11.3 (main, Apr 7 2023, 20:13:31) [Clang 14.9.@ (clang-1400.0.29.202)] (/opt/homebrew/Cellar/ansible/7.4.8/1libexec/bin/python3.11)
jinja version = 3.1.2
libyaml = True

Step 7. Install GIT. It might already be installed on MacOS through other tools. Otherwise install git as follows:

(venvl) $ brew install git # not necessary to execute this in venv

Step 8. Grep for intersight ansible collection:

(venvl) ANDHIMAN-M-454P:intersight cohesity xseries ansible andhiman$ ansible-galaxy
collection list | grep intersight

cisco.intersight 1.0.24
Step 9. Upgrade or install the latest cisco.intersight ansible collection:

(venvl) ANDHIMAN-M-454P:intersight cohesity xseries ansible andhiman$ ansible-galaxy
collection install cisco.intersight

Starting galaxy collection install process
Process install dependency map
Starting collection install process

Downloading https://galaxy.ansible.com/download/cisco-intersight-1.0.27.tar.gz to
/Users/andhiman/.ansible/tmp/ansible-local-62549d2f09vz2/tmprul5728y/cisco-intersight-
1.0.27-rlubuagf

Installing 'cisco.intersight:1.0.27' to
'/Users/andhiman/.ansible/collections/ansible collections/cisco/intersight’

cisco.intersight:1.0.27 was installed successfully

(venvl) ANDHIMAN-M-454P:intersight cohesity xseries ansible andhiman

Setup and Configure Ansible Playbook

Procedure 1. Git Hub repository for Cisco UCS Server Templates

To access the Ansible playbooks in the GitHub repository (repo), clone the Git Hub repo as outlined below. The
cloning will create a completely new copy of the repo in the location specified on the Ansible workstation. The
repo is located here: https://github.com/ucs-compute-solutions/intersight cohesity xseries ansible directory.

Step 1. From the Ansible workstation, use a terminal console or command-line tool to create a directory for
the project. The GitHub repo will be cloned to a sub-directory in this directory.

Step 2. Navigate to the newly created directory from the terminal window and execute the following
command:

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 83 of 155


https://github.com/ucs-compute-solutions/intersight_cohesity_xseries_ansible

git clone https://github.com/ucs-compute-solutions/intersight cohesity xseries ansible

Step 3. Navigate to the sub-directory.

Step 4. (Optional) Switch to the Python virtual environment using the command provided in the Setup Ansible
Control Node deployment procedure earlier in the document.

Procedure 2. Review and modify the Ansible files for provisioning the X210C nodes for Cohesity

Ansible uses variables files (group_vars, host_vars), and playbooks to automate the provisioning. The variables
files contain the configuration parameters. The inventory files and variable files will need to be modified for each
environment.

Step 1. Edit the group_vars/all.yml with the parameters provided below. These parameters/values are specific
to the environment where this configuration is deployed.

Table 19. Configuration Parameters (group_vars/all.yml)

Intersight APl Key ID  api_key_id https://community.cisco.com/t5/data
-center-and-cloud-knowledge-
base/intersight-api-overview/ta-

p/3651994
Intersight Secret Key api_private_key Location of Secret Key generated
location through Intersight Account
Organization Name org_name default Intersight Organization Name. Please

make sure it already exists.

Prefix to name of prefix XXX Prefix added to the

Server Pools, Server pool/policy/profile configuration to

Policies and Server easily identify items created by

Template Ansible

UUID Pool name_of_uuid_pool 1521-1530
uuid_prefix AA080000-0000- The UUID prefix must be in

0001 hexadecimal format XXXXXXXX-XXXX-
XXXX
uuid_size 16 VPC Leaf switch pair
uuid_from AA08- Starting UUID suffix of the block
000000000001 must be in hexadecimal format xxxx-
XXXXXXXXXXXX.

IP Pool ip_pool_start_for_management_access 10.108.0.110 IP Start Range
size_of_ip_pool_for_management_acce 8 Size of IP Pool, One IN-Band IP per
ss X210C node
gateway_mgmt 10.108.0.254
netmask_mgmt 55825585510

primary_dns_mgmt
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Variable Name Additional Info

secondary_dns_mgmt

MAC Pool mac_pool_start_on_fi_a

size_of_mac_pool_on_fi_a

mac_pool_start_on_fi_b

size_of_mac_pool_on_fi_b

vlan_for_cimc_acces vlan_for_cimc_access
S

Local User Policy name_of_local_user

password_for_local_user

Ethernet Network native_vlan_for_mgmt_vnic
Group Policy

allowed_vlans_for_mgmt_vnic

00:B4:AA:03:0A:0
0

64

00:B4:AA:03:0B:0
0

64

1080

kvm-user

1081

1080,1081,1082

Starting address of the block must
be in hexadecimal format
XXIXXIXXIXX:XX:XX. TO ensure
uniqueness of MACs in the LAN
fabric, you are strongly encouraged
to use the following MAC prefix
00:25:B5:xX:XX:XX.

Starting address of the block must
be in hexadecimal format
XXIXXIXXIXX:XX:XX. TO ensure
uniqueness of MACs in the LAN
fabric, you are strongly encouraged
to use the following MAC prefix
00:25:B5:xX:XX:XX.

VLAN for In-Band Management IP
(KVM Access)

Username to access KVM
(Role:Admin)

VLAN for Cohesity Data network
(marked as native)

Allowed VLANs on cohesity Network

Step 2. Generate the APl Key and SecretFile needed to access the API from Python or other remote scripting

tools.

Step 3. To generate API keys, navigate to the user profile in the Cisco Intersight Ul.
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E-mail
andhiman@cisco.com

Account
andhiman

Region
intersight-aws-us-east-1

Role

Account Administrator

User Settings

Switch Account or Role

Sign Out

Step 4. On the Settings Screen, select API Keys and click Generate API Key.

v Intersight

@ system

O Seutings
U Adwin ~
AUTHENTICATION
Targats
APl Keys
Ign-on
Software Repository :
Damain Nares + AllAPI Kiys
Tech Suppaort Bundies
Cisco 1D
Audit Logs
Destripti..

ACCESS & PERMISSIONS

L Add Filtar Jimems found 13

| menerate aPi ey

per page T oar

APl Key ID Purpose Cre_ Emnail Role Identity Provider

Sessions

Licensing

1 ol

Step 5. From the Generate API Key screen, add a description to the Key. Select API Key for OpenAPl schema

version 2 and click Generate.
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Generate API Key X

Description
Cohesity-Ansible ©

APl Key Purpose o

(@ API key for OpenAPI schema version2 © J

API key for OpenAPI schema version 3 (This is a feature in
preview and for SDK developer use only)

) (=)

Step 6. Copy the API Key and save the secret Key to a location accessible from the system where the Ansible
playbooks are executed.
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Generate APl Key X

ﬂ This is the only one time that the secret key can be
viewed or downloaded. You cannot recover them
later. However, you can create new access keys at
any time.

@Pl Key ID 3

5d1cf7a87564612d30 -
f05a40/5d1¢cf712756 ~

(Secret Key )

—BEGIN RSA -
PRIVATE KEY—
MIIEPAIBAAKCAQEAQ
01Uan4VHm7AAfOAK
vCDOMTcdGAl/MhiUr
WILrhyCO7vENCQ
K9Gefl2y7C40Bm694/ +

E

Step 7. Edit the group_vars/all.yml with the new API Key and SecretKey File location.

Execute Ansible Playbook

Procedure 1. Execute Ansible Playbook to create Pools

Note: In the event the IP Pool, MAC Pool and UUID Pools, are already created, you should not run
create_pools.yml. Ensure you enter the correct name of these Pools in all.yml and proceed to creating
Server Policies.

Step 1. Edit the variables group_vars/all.yml as defined in Table 19.

Step 2. Run the ansible-playbook ./create_pools.yml -i inventory.
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tvenu‘l‘) ANDHTMAN—M—L5LP:imevsiant:cohesit;:xsevies:ansihle andhimang ans‘i’hle'—;ﬂaybnnk .;create_pnols.yml -i inventory

PLAY [Create Various Pools]

TASK [create_pools : Create IMM Pools]
ok: [localhost

TASK [create_pools : include_tasks]

wcluded: /Users/andhimen/Downloeds/test-ansible/intersight_cchesity xseries_ansible/roles/creste_pools/tasks/creete_ip_pools.yml for localhost

TASK [create_pools : Create IP Address Pool for M t Access]
changed: [localhost]

TASK [create_pools : include_tasks]
weluded: /Users/andniman/Downloeds/test-snsible/intersight_cohesity_xseries_ansible/roles/creste_pools/tasks/create_mac_pools.yml for lacalhost

TASK [create_pools : Create MAC Address Pool far FI-A] A%

changed: [local

TASK [create_pools : Create MAC Address Pool far FI-B]
inged: [localhost]

TASK [create_poals : include_tasks]
wluded: /Usersfandniman/Doanloads/test-onsible/intersight_cohesity_xseries_ansible/roles/create_pools/tasks/croate_uuid_pool.yml for localhost

TASK [create_poals : Create UUID Paol]
changed: [localhost]

PLAY RECAP
1 10 i ok=8B changod=4 unreschable=8 failed=@ skipped=8 rescued=0 ignored=9

(venvl) ANDHIMAN-M-&54P:intersight_cchesity_xseries_ansible andhimans ||

Step 3. When the Ansible playbook to create pools is executed successfully, confirm the created pools in
Cisco Intersight.

Intersight 2 Infrastructu

Overview Pools
Pools  Reserved ldentifiers  VRFs
0. Operate -~
Sarvars
Chassis
% ANl Fpals @
Fabric Interconnects
L, Add Filter 3 Bport  ¥itemsfomd 8 v pe 1 o83 FE

HyperFlex Clusters
P P MAC uuID WWNN WWPN 1GN
Kubemetes L . - . o

! 56 @ sl e O WWHN POCLS MO WWPN POOLS MO IGN POOLS
Integrated Systems

& configure -~ " N -
ama Typa size usad Availabla Resarved Dascription Last Update

Profiles (T[T 4 ] 4 0 LUID Poal far Server Brof 7 haurs aga
Templates MAT 8 2 Bl 0 MAT Pocl for FI-B 7 haurs age

e MAC B o a 0 MAC Pool for FI-A 7 hours ags
Falicies

E o 2 0 1P Poal for Mgmi accass
Fools
A-XSedins-LILIND: ) 74 E k2] n hew TR IR R

Procedure 2. Execute Ansible Playbook to create Server Policies

Note: In the event the IP Pool, MAC Pool and UUID Pools are already created, do not run
create_pools.yml. Make sure to enter the correct name of these pools in all.yml and proceed to creating
Server Policies.

Step 1. Edit the variables group_vars/all.yml as defined in the table above. Ignore if the file is already updated.

Step 2. Run ansible-playbook ./create_server_policies.yml -i inventory.
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{wenvll) ANDHIMAN-M-464P:intersight_cohesity_wseries_ansible andniman$ ansible-playbook ./create_server_policies.yml -i inventory

PLAY [Conifgure IMM Server Policies]

TASK [create_server_policies :

[ok
[

[localhost

TASK [create_server_policies :
included: fUsers/andhiman/Downloads/test-ansible/intersight_cohesity_xseries_ansible/roles/create_ser

ThSK [create_server_policies @

ok: [localhost]

TAaSK [create_server_policies :

ok: [localhost

TASK [create_server_policies :

ok: [localhost]

TASK [create_server_policies :

Create IMM Server Policies]

include_tasks]

r_polipcies/tasks/gather_policy_info.yml for localhost

Get  Boot Order Policy Details]

Gel LAN Connectivity Poliey Details]

Get Leocal User Policy]

include_tasks]

included: fUsers/andhiman/Downloads/test-ansible/intersight_cohesity_xseriea_ansible/roles/create_server_policies/tasks/gether_pool_info.yml for localhost

TASK [create_server_policies :

ok: [localhost]

TASK [create_server_policies :

ok: [localhost

TASK [create_server_policies :

ok: [localhost]

ThSK [create_server_policies @
sers/andhiman/Downloads/test

included:

TasK [create_server_policies :

localhost]

TASK [create_server_policies :
included: fUsers/andhiman/Downloads/test-ansible/intersight_cohesity_xseries_ansible/roles/create_server_policies/tasks/cre

TASK [create_server_policies :

cha

[localhe

TASK [create_server_policies :
fusers/andhiman/Downloads/test

included:

TaSK [create_server_policies :
c

char localhos

Get IF Address Pool Details]

Get MAC Address Details for FI-A)

Get MAC Address Details for FI-B]

include_tasks]
—ansiblefintersight_cohesity_

cseries_ansible/roles/create_server_policies/tasks/create_boot_order_policies.yml for localhost

cisce.intersight.intersight_boot_order_policy]

include_tasks]
ate_power_policy.yml for localhost

Configure PowerPalicy]

include_tasks]
siblefintersight_cohesity_xseries_ansible/roles/create_server_policies/task

cate_bios_peolicies.yml for localhost

Configure Intel M& Cohesity BIOS Policyl]

TASK [create_server_policies :

include_tasks]
included: /Users/andhiman/D i

loads/te

for lecalhost

intersight_col _ansib /create_server_polic

TASK [create_server_pelicies : Configure Ethernet Adapter 4th Gen VIC Policyl

changed: localhost

TASK [create_serve
skipping: [localho

_policies : Configure Ethernet Adapter - S5th Gen VIC Policy])

TASK [create_server_policies :
included: /Users/andhima

include_tasks]
loads/test-ansib

xseries_ansib

1tersight_cohesity

TASK [create_server_policies : Configure Ethernet Network Group Policy for Mgmt Cohesity Data Access ( same VLAN)]

changed: ocalhost

TASK [create_server_policies :

include_tasks]

included: /Users/andhima wnloads/test-ansible/intersight_cohesity_xseries_ansible/ create_server_policies/tasks/create_lan_connectivity policy.yml for localhost
TASK [create_server_policies : LAN Connectivity Policy for Cohesity]

chang localhost

TASK [create_server_policies : Add vNIC-A to LAN Connectivity Policy - VIC1léxx]

changed: [localh

TASK [create_server_policies : Add vNIC-B to LAN Connectivity Policy - VIC14xx]

changed: [localhost]

TASK [create_server_policies : Add vNIC-A to LAN Connectivity Policy - VIC15xx]

skipping: [localhost]

TASK [create_server_policies : Add vNIC-B to LAN Connectivity Policy - VIC1Gxx)

skipping: [localhost)

PLAY RECAP

localhost : ok=39 ch unreachable=0 failed=8 rescued=0 ignored=8

_{venvl) ANDHIMAN-M-454P:intersight_cohesity_xseries_ansible andhimans [
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TASK [create_server_policies : Configure AMD Mé Virtualization BIDS Policy]
skipping: [localt ]

TASK [create_server_policies include_tasks]
included: /Users/andhiman/D oads/test ible/intersight_cohesity

fcrea create_imc_policy.yml for localhost

r_polici

TASK [create_server_policies : Configure IMC Access Policyl

vanged: [localhost

TASK [create_server_policies : include_tasks]
included: /U andhiman/Do oads/ t-ansible/intersight_cohesity_x

/create_vmedia_policy.yml for localhost

TASK [create_server_pelicies : Configure Virtual Media Policy]

changed: [localhost

TASK [create_server_policies : include_tasks]

included: s/andhimar wnloads/test-ansible/intersight_cohesity s/create_server_polici ipmi_policy.yml for localhos
TASK [create_server_policies : Configure IPMI over LAN Policy]

changed: [localhost

TASK [create_server_policies : include_tasks]

included: andhiman/Downloads/t t-ansible/intersight_cohesity /create_s r_polici /create_sol _polic for localhost
TASK [create_server_policies : Configure Serial Over LAN Policy)

changed: [loc ost

TASK [create_server_policies : include_tasks]

included: /Users/andhiman/Downloads/test-ansible/intersight_cohesity_xseries_ansible/roles/creat ver_policies/t ate_local_user_policy.yml for localhost
TASK [create_server_policies : Configure Local User Policy]

changed: [1 lhost

TASK [create_server_peclicies : include_tasks]

incliuded: /Users/andhiman wnloads/test-ansible/intersight_cohesity_xseries_ansible/roles/cre _S te_kvm_policy.yml for localhost
TASK [create_server_policies : Configure KYM Policy])

ch d: [1 lhost

TASK [create_server_policies include_tasks]

included: /Users/andhiman/Downloads/test-ansible/intersignt_cohes roles/create_s s/ta yml for
TASK [create_server_pelicies : Configure Ethernet QoS Policy]

changed: [localhost

TASK [create_server_policies : include_tasks]

included: /Users/andhiman/Downloads/test-ansible/intersight_cohesity_xseries_ansible/roles/create_server_policies/tasks/create_ethernet_network_control_policy

TASK [create_server_pelicies : Configure Ethernet Network Control Policy]
d: [localhost

change

Step 3. When the Ansible playbook to create Server Policies is executed successfully, confirm the created
Polices in Cisco Intersight.

@ Overviaw

O, Operate e # Al Policies @+
Servers G, Add Filter CEport  27items foung 9 1 oof2s [
Chassis
Platform Type Usage

Fabric Interconnects

UCS Server 166 UCS Chassis 14
HyperFlex Clusters UCS Domain 54 HyparFlo Clustar 26 \ 2 )

Virtualization

T Name Platfarm Type Type Usage LastUpdate
ansible-coh-4G-MLOM-LANCan LAN Cannectivity o
Integrated Systems
ansible-coh-net-grp-Policy S Domain Ethernet Network Group @ MIA 7 hours ago
& Cenfigure -~
ansible-coh-EthAdapter-4G Etharnet Adaptes @ A
Profiles . -
ansible-coh-Enable-CDP-LLDP- Ethernet Network Centrol @ MiA 7 hours ago
Templates ansible-coh-EthernetQoS-Policy Ftharnet QoS @ Mia 7 hours ago
ansible-coh-KVM-Policy Wirtual Kvii 0@ 7 hours ago
Fools ansible-coh-LocalUsar-Policy Local Usar O [ ¥ hours ago
ansible-coh-S0L-Palicy UCS Server Serial Over LAN o 7 hour
ansibie-cah-Enabla-IPMIoLAN- UCS Sarver I Cver LAN ¥ hours e

Procedure 3. Ex

Step 1. Edit the variables group_vars/all.yml as defined in Table 19. Ignore if the file is already updated.

Step 2. Run ansible-playbook ./create_server_policies.yml -i inventory.
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{wRnul) ANDHINMAN-M-4E

sintarsight_cohasity_xseries_ansitle andhinan$ ansible-playaack ./creata_saruer_profila_template.ynl —i inventary

2LAY [Create Server Profile Templates]

TASK [create_server_profile_templete : Creste IMM Server Pro
ak localhos

e Temalate]

148K lereata_sarver_profila_tamplate
included: fUsers/andhina

inzlude_tasks]

t-ansible/inte

info.ynl for locslhost

TASK [create_server_profile_template : Get UJID Pool Detsils)

uk: (locslhost

TASK [creata_sarver_profila_tsmplate : Gat BIOS Policy Datails)
ak: C[loealhost]

TASK [create_server_profile_template : Get Boot Order Policy Details)
aki [Llocalhost

TASK [create_szrver profile tzmplate : Get Fower Policy Ortails]
ak Clpcalhas

TASK [create_server_profile_templste : Get IMC Access Policy Details)

ok: [localhost

TASK [create szrver profile template : Get IPMI over LAK Pelicy Details]

ak: [loca

TASK [create_saryver_profila_templste : Gat Local User Palicy Details]
oki [Localh

TASK [creste_sezver_profile templele : Get ScL Pollcy Detlails)

a localhast

Iereata_sarver_profila_tamplate : Gat KvM Policy Datails]
“localhost]

ThSK [create_server profile template : Get Virtusl Medis Folicy Details)
ak: [locslhost

T4SK Icreata_sarver_profila_tomplate : Gat LAN Connactivity Policy Datails]
ak: C[loealhost]

include_tesks]

TASK [create_server profile_templete

included: /Users/undhinan/Dawnlosds/test-angib nt_cohesit _ansinlef fcreate_server_profile_tewplate/tasks/creste_server profile templele.ynl for lecslhost

TASK [create sarver profile template : Canfigure Servar Profile Template for Cohesity X-Series - X218C)

snanged: [lacalnost]

PLAY RECAP

localhost i 18 1 unrescnable=6 failec=6 skiacea=0 rescued=0 ignored=e

{venul) ANDHIMAA-4-854P:intzcsight cohesity xseries ansitle andhiman$ [ .

Step 3. Verify the created Server Profile Template on Cisco Intersight Dashboard.

Intersight 2 Infrastructure Service - Q search

5 Templates

@ Overview
UCS Server Profile Templates
G  Operate -~ e
Servers
Chassis
 Export  Bitemsfound 18w perp 1 a1
Fabric Interconnacts - .
Usage Description Last Update ¥
HyperFlex Clusters [ a Server Profile Template for Cohesity with .. 7 hours age .
Virtualization 2 UCs Server (Fl-Attached) 7 hours age
4 UCS Server (FI-Attached) Apr 18, 2023 1:44 PM e
Kubermates
3 ucs r (FI-Art ) Mar 16, 2023 12202 PM
Integrated Systems
4 UCS Server (Fl-Attached) Jul 28, 2022 3:35 PM -
©  Configure ~
L 1 UCS Server (Standakne) Mar 16, 2022 1:28 PM
Rroiik o UGS Server (Standalone) Mo 17, 2071 8:36 AW
4 (Standalone) 2021 8:30 PM ot
Palicies 1 o1
Pools
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dute’ Intersight o Infrastructure Service

S Templates

N [ UCS Server Profile Templates ]

=] Operate
Create UCS Server Profile Template
Servers
& Al UCS Server Prof.,. &
Chassis
C,  Add Filter = Export  Bitemsfound 1B~ par page 1 af1
Fabric Interconnacts -
Namea Usage Targat Platform Description Last Update
HyperFlex Clusters [ amplate il UCS Server (FI-Attached) Sarver Profile Templata for Cohasity with .. 7 hours ago
Virtualization 2 UCs Server (Fl-Attached) 7 hours age
4 I r (Fl-Attached) Apr 18, 2023 1:44 PM
Kubemetes
3 r (FI <) Mar 16, 2023 12:02 PM
Integrated Systems
Server (Fl-Attached) Jul 28, 2022 3:35 PM

o I ~
Configure Mar 16, 2022 1:28 PM

Profiles

Palicies

Mow 17, 2021 8:36 AM

Mov 15, 2021 8:30 PM

1 afl

Paogis

Install Cohesity on Cisco UCS X210c Nodes

Cohesity Data Cloud can be installed on Cohesity certified Cisco UCS X210c nodes with one of two options:
« Install OS through Intersight OS installation.

This allows installing the Cohesity Data Cloud operating System through Cisco Intersight. You are required
to have an Intersight Advantage license for this feature. The operating system resides on a local software
repository as an OS Image Link configured in Cisco Intersight. The repository can be a HTTTPS, NFS or
CIFS repository accessible through the KVM management network. This feature benefits in the following
ways:

o It allows the operating system installation simultaneously across several Cisco UCS X210c nodes
provisioned for the Cohesity Data Cloud.

o It reduces DayO installation time by avoiding mounting the ISO as Virtual Media on the KVM console for
each node deployed for Cohesity Data Cloud on each Cisco UCS X210c node.

« Install the OS by mounting ISO as virtual Media for each node.

Derive and Deploy Server Profiles

Procedure 1. Derive and Deploy Server Profiles

In this procedure, Server Profiles are derived from Server Profile Template and deployed on Cisco UCS X210C
nodes certified for the Cohesity Data Cloud.

Note: The Server Profile Template specific to the Cohesity Data Cloud were configured in the previous
section. As mentioned, the Server Profile Template can be created through the Cohesity Ansible
Automation playbook or through the Manual creation of Server Policies and Server Template.

Step 1. Select Infrastructure Service, then select Templates and identify the Server Template created in the
previous section.
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& Cuenview Templates

UCS Server Profile Templates

o Operate — Create UUCS Server Profile Template

Sarvers

Chassis
[ Export  Titems faunc 10

Fainric Interconnects

Usigs Targat Plattarm Dascription

HyperFlex Clusters " {FI-A

wirtualization 4
3
Kubernetes
1 a e
Inteqrated Systams
-1 G 1 M 15, 2022 1:26 M
L] - - -~
Cai i e Tan b Mo T7, 2071 35 AW
atste-1 a oo T8, 2021 135 P

Q) search

&  Cverviaw Templates

UCS Server Profile Templates

4 Operate
Servers
* Al UCS Sarver Pral
Chassis
£l Filtar [~ Export
Fabric Intarconnacts
Nama Usage Targat Platfcrm Daseription Last Updata

HyperFlex Clusters

L] UCS Server IFI-Attached) 11 hours ago e

Virtualization varTamglate 2 UES Server (Fl-Attachad] ApriE zc
K IG5 Servar (FI-Astachs Mar 16, 20 N
Kubarnatas LICS Serda chadl 5, 202 Clare
13-5arv LICS Servar [Fl-Attachad) Jid 7R 207 D

Integrated Systems

1 LICS Servar (Standaional haar 1 =
L] enfigy EN
(ETLETD o LIS Servar (Ssandaianal o 1, 2097 B AN
Profles 2 LS Server | Standaione] MNaw 15, 2021 £:20 PM
Templates 1
Puiicies

Step 3. Identify and select the Cisco UCS X210c nodes for Server Profile deployment and click Next.

duek: Intersight 3 Infrastructure Service v

avce o

UCS Server Profile Tempiates > AAQS-XSeries-Manual

® Overview .
Derive
L Operate o
General
Servars @ oo
Salect the server(s) that re 0 be assigned 10 prot ume: U wan'
Chassis

2 Detaiis ~ UCS Server Profile Template

Fabric Interconnects
Name Crganizatio

3 Summary
B AAOB-XSeries-Manual default

Hyperflax Clustars
Target Pratfor
UCS Server (Fi-Attached)

Virtualization

Kubernetes

Intagratad Systams ~ Server Assignment
52
& contigure A |[ Assign Now m aResaurce Pool | Chassis Siot Location l Serial Number | Assign Later J
Profises
4 £ Bport 9 v parpags oot &
Templates
Name User Labed Health Model UCS . Serial Number
Pokel:
e = ® Critcal 10C-M6B ARO_ FCHZS0871PS
Pools . @ Critkal -210C-M6 ARG FCHZA3974YZ
A @ Crivical AAQ. FCHZ439;
© Hoarhy a0
c25-Fir1 ® Ciiieal €25.. iz
C25-F-2 @ Cntecal LESC-C240-M5 725, VIZP222 10068
Cancel

Step 4. Select organization (default in this deployment), edit the name of Profiles if required and click Next.
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S Infrastructure Service

UCS Server Profile Templates > AADE-XSeries-Manual

Derive

& Ovarviw

O Dperata ~ -

Sarvars @ General
Chassis
o Details

Fabric Intarcannacts
3| Summary arget Platfcern
HyperFlex Clusters .

Virualization

Kubemetes ot T
Description Set Tags

Inegrated Systems

& configure -~ ~ Desive
Prafiles Profle Name Frafls Srart Indece for Sutfis
AANE-XSeries-Manual_DERIVED- 1 " 1
Tamplatas
Palicies 1
Nasme
Pacls AnDB-K3eres-Manual DERIVED-1 AAOE-XSenas-2-1

2 Hame -~

Asigned Server
ALK Serie-banuel_DERVED-E AADE-NSeries-2-2

< Close Back | m

Step 5. All Server policies attached to the template will be attached to the derived Server Profiles. Click

UES Server Profile Templates > Test-Template:

Derive

W Qvarview

@ Operate ~ ) .
Tempiate Mame Qrganization
Sarvars (@) Gerara Test-Template defaut
Chassis @ Detalls Target Platlom

UCE Sarver (Fi-Attached)
Fabric Interconnacts
© summary

HyparFlex Chustars UCS Server Profiles

Virtualization
Harme Assigned Server

Kubamatas -
Manual_Derived-1

Intagratad Systems Manual Derived-2

& confi ~
Canlfigure Compute Management Starage Network
Conf Canfiguration Canfigurati igurati
Profilas
D sios AAOB-KSE g
Policies Baol Order ARDE-H3e g
_— Pawer AADE-XSeries-Power- X210 S
uui AADB-HSeres-ULDPool
Wirtual Media ARDE-MSanas-virualmada =

ons [ oo

Step 6. The Server Profiles will be validated and ready to be deployed to the Cisco UCS X210c nodes. A “Not
Deployed” icon will be displayed on the derived Server Profiles.
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' Intersight 2 Infrastructure Sarvice

.
& overview Profiles
& o N - HyperFlex Cluster Profiles  UCS Chassis Profiles  UCS Domain Profiles  UCS Server Profiles  Kubernetes Cluster Profiles
parate —_
Servers
Create UCS Sarver Profile
Chasgis
* A UCS Server Prof
Fabric interconnects
. Aod Fitar = Export 33 inems found 11+ per page T el 3]y
HyperFiax Clusters
Virmalization Status Inconsistency Reason Target Platform o
2 Incanaistant § 1 Het Assigred 21 Srarlalana 15
Kubermetes - 53
2OKS Not Beyed 2 B Fi-Attached 10
Integrated Systems
L i -~
Canfigure Hama Status Target Platform UCS Server Tamplate  Server Last Update
DERIVED-2 Hot Deployed LIES Sarvar (FI-ALL.. 7 hours agn
Templates DERIVED-1 Not Deployed UES Sarvar {FI-AtE,
Palicles @ oK UCS Sarvar 1Stand nesity Ter
Cahesit -, Incansistant UCS Server {Stand...  Coheslty-Sever-Tem..,  C220-WZP Apr 25, 2023 2:24 PM
Paals
CohesityDC1-WZP2: @ oK UCS Server IStard... C220-WZPZ4 Apr 25, 2023 216 PM

Step 7. Select the Not Deployed Server Profiles, click the ... icon and click Deploy.

ucture Service !:}_ Search

& overview Profiles

& = n - HyperFlex Cluster Profiles  UCS Chassis Profiles UCS Domain Profiles  UCS Server Profiles  Kubernetes Cluster Profiles
perate e —

Servers

Chassis

# AlUCS Server Prof..
@ 70 o Add Filter (3 Export  33itemsfound 11+ per page 1

HyperFlex Clusters
Deploy

Virtualization

Fabric

Inconsistency Reason Target Platform

£ Not Assigned 21 Standabons 15
o vvn iployed 2 ‘ s eOuofByns 2 F-Attached 18

Activate

Kubernetes

Integrated Systems
< -
Configure Name Status Targat Platform UCS Server Template  Server Last Update

»
@|

Templates

XSe

ries-Manual_DERIVED-Z Not Daplayed UCS Server (FI-Att..

AADE-KSenies-Manual  AADS-XSeries-2-2 7 howrs ago

A eries-Manual_DERIVED-1 £ Not Deplayed UCS Server (FI-Att... AACE-XSeries-Manual  AADE-XSeries-2-1 # hours ago

Step 8. Enable Reboot Immediately to Activate and click Deploy.

Deploy (2 UCS Server Profiles) X

Selected UCS server profiles will be deployed to their assigned servers.

A\ If policy configuration requires an immediate reboot and the option below is disabled, then profile
deployment will not be initiated.

‘) Reboot Immediately to Activate ©

v More Details '
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Step 9. Monitor the Server Profile deployment status and ensure the Profile deploys successfully to the Cisco

UCS X210C node.

€ Requests
Deploy Server Profile
Details Execution Flow
Status Progress s 4%
~ In Progress
Wait For BIOS POST Completion
Name @ Prepare Server Profile Deploy

Deploy Server Profile

o
B449e736696f6e3101063a07

Target Type
Blade Server

Target Name
AADB-XSeries-2-1

Source Type

Server Profile

Source Name
AADB-XSeries-Manual_DER...

& Power On Server

Step 10. When the Server Profile deployment completes successfully, you can proceed to the Cohesity Data

Cloud deployment on the Cisco UCS X210C nodes.
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+ Requests

Deploy Server Profile

Details

Execution Flow

Status

@ Success

MName

Deploy Server Profile

o
B5449e736696f663101e639a

Target Type
Blade Server

Target Name
AADE-XSeries-2-2

Source Type
Server Profile

Source Name
AADB-XSeries-Manual_DER...

Initiator
andhiman@cisco.com

Start Time
Apr 26, 2023 8:08 PM

End Time

@ Owerview
O Operate -~
Sarvars
Chassis

Faric Interconnects

HyperFlex Clusters

Virtualization

Kubamates

Integrated Systems:

Templates

&) Deploy Power Priority for Server

@ Deploy Power Palicy for Server

& Inventory Server Configuration

& Deploy Boot Order Policy

@ Inventory Server Virtual Interfaces Information

& Deploy LAN Connectivity Policy on Fabric Interconnect
) Deploy LAN Connectivity Policy

@ Deploy BIOS Policy

) Deploy User Palicy

& Deploy IPMI Over LAN Policy

@ Deploy Virtual KVM Pelicy

& Apply Server UUID Changes

@ Deploy Access Policy

& Deploy IMC Access VLAN an Fabric Interconnect

) Deploy Serial Over LAN Palicy

@ Validate LAN Connectivity Policy for Fabric Interconnect
2 Wait for Storage subsystem initialization.

@ Validate Access Policy

Profiles

HyperFlex Cluster Profiles  UCS Chassis Profiles  UCS Domain Profiles | UCS Server Profi Kubemetes Cluster Profiles

# ANUCS Servos B

G Add Filer f2EBpont  33femsfaund 11w perpaga 1
Status Inconsistency Reason Target Platform "
I Nt Assigned 31 Inconsistant 4 Standnicon 15
@ - i fatachnd 10
MName Status Target Platform UCS Server Template  Server Last Update
@ 0K LSS Server [FI-ALL.. arasal 4 haurs aga
f=4:14 UCS Server (FI-ALL.. -Marwal 7 hours ans

Step 11. Access KVM with KVM username > kvm-user and password > <<as configured in local user policy>>,
and make sure the node is accessible.

Step 12. Virtual KVM can be accessed by directly launching from Cisco Intersight (Launch vKVM) or access the
node management IP.
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<« C & us-east-lintemightcom/an/infrastructus ce/an/compute/physical summaries/?$currentPage=1&$pageSize= 1483 y=Name%20asc&$currentCustomView=1 2 A O &(

alule Intersight ¢ Infrastructure Service

O  Operate

AllE s
Sarvers Add Filt Export 23 items found 14 per pag 1
Chassis
Health Power HCL Status Models Contract Status Profile Status
Fabric Interconnects
ons Incoeplets 19 «C220MS5L 6 © Not Covered 23
N L a L%
HyperFlex Clusters ) On 18 Validated 4 23 «C240 M5L 4
s’ @ Other 8
Virtualization Syster
ibsmates Management IP Model Server Profile Serial UCS Domain Name Profile
HXA (

Intagrated Systems

©  configure

Profiles

Templates

Policies 10.108.0.16 HXAF240C-M5SX
10 0.17 HX 40C-MS5SSX
Poo
[ 10108.0.20 U ] H2506 71
10208.0.21 UCSX-210C-M6 Manual 2 FCH243 YZ A
Log In to Cisco x | & NewTab x | [l Servers|Intersight x | [ Ax08-XSeries-2-1 (AnDS-XSerie: x [} vkvM - 10.1080.20 x +

.108.0.20,

Sign In
Usemame *

Kvm-user

Install OS through Cisco Intersight

Procedure 1. |Install Cohesity Data Cloud through Cisco Intersight OS Installation feature

This procedure expands on the process to install the Cohesity Data Cloud operating system through the Cisco
Intersight OS installation feature.

Note: This feature is only supported with the Intersight Advantage Tier License.

Note: Make sure the certified Cohesity Data Cloud ISO is available from a local repository, for example an
HTTPS/NFS/CIFS server. This is a one-time process for each version of the Cohesity Data Cloud ISO.
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Step 1. Login to Cisco Intersight and click System.
Step 2. Click Software Repository and click the OS Image Links tab.

Step 3. Click Add OS Image Link.
@9 @ ® Q

Al Intersight B System v

O setings Software Repository

U Admin A
Firmware Links 0S Image Links SCU Links OS Configuration Files
Targets  —
Software Repository Add 0S Image Link

Tech Support Bundles

Audit Logs % All OS imaga Links
oo Add Filter Export  10itemsfound 10~ perpage 1

Name Vendor Version File Location Description L
Licensing

Step 4. Add the location of the Cohesity Data Cloud ISO (NFS/CIFS or HTTPS server) and click Next.

abale Intersight

cises

anwarc Repository > OS Image Links

O  settings Add
U admin
Targets
I
© oo l General
Software Repository Specify the Operating System source to be used during the instaliation process.
Tech Support Bundles 2 Details Organization =
default
Audit Logs
Sessions
Licensing
[hﬂps';’."l 0.108.1.8/cohesity-6.6.0d_ué_release-707717204 ¢ © }

Username

Fassword

¢ conee!

Step 5. Enter a name for the Repository, for the Vendor enter CentOS, and for the Version enter CentOS7.9.
Click Add.
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£} Settings

U Admin
Targets
Software Repositary
Tech Support Bundlas
Audit Logs
Sessions

Licansing

Software Repository > 08 Image Links

Add

© oo
0 Details

Details

nEsity-KSerlesSP-6.6

Faature Mamea

Sy

stem

< Cancel

thie Dpesa

Step 6. Make sure the OS Repository is successfully created in Cisco Intersight.

O  Ssettings
l Admin
Targets

Software Repository

Tech Support Bundles

Audit Logs

Sesslons

Licensing

Step 7. From Cisco Intersight, click Infrastructure Service, then click Servers,
nodes ready for the Cohesity Data Cloud installation.

Q Saearch

Back

Firmware Links SCULinks OS5 Configuration Files
Add 0S Image Link
# Al 05 Image Links
Add Filter ~ Export 1 items found 10~ per page 1 etz [E[E
r Name Vender Version Flle Location ] Description
L ( 5.6 Cant0s Cent0s 7.8 https: 0081 Bloohesity Od_uB_release-20221204_c0362% 05050 J

and select the Cisco UCS X210C

@ Overview

o Operate
Chassis
Fabric Interconnacts
HyperFlex Clusters
Virualization
Kubemetes
Integrated Systems
& configure
Profiles
Tamplates
Policies

Pools

Servers

i ANl Servers G

Add Filter

Export  23itemsfound 14~ perpage 1 ofz (X
Health Power HCL Status Contract Status Profile Status
e G1oMs 3 Incomplate 12 © Not Coverad 23
C) i 0 on 18 & Valicated £ e
Management IP Model Server Profile Serlal UCs Domaln Hame Firm
172.25178.202 HXAFZZOC-MS5X WIPZZ440DAXS () C2Z20-WZP22440AXS 4.0(2c]
8,201 HXAFZ20C-MESX WZPZ2440A7C 0 C220-WZP22440AZC 4.0(4c)
UCSC-C220-M5L Cohesity-C240-5P_CLO... WIPZZ3414DG @ C220-WZP233414DG 4.1(3b)
HXAFZ40C-MS5X PEI20MW0 D AADB-FIB332-1 43(3d)
HXAFZ40C-MS5X WZPZFINSETK ) AADB-FIG332-2 49i3d)
10108.016 HXAFZ40C-MSSX @ AADS-FIG332-3 43(3d)
10108017 HEAFZA0C-MESX ¢ AADB-FIBII2-4
10108.0.20 UCSX-Z10C-ME AADB-XSeries-Manual_. ) AADB-XSeries-2-1 5.0(2b)
10008.0.21 UCSK-Z10C-ME AADB-XSeries-Manual, B FCH2A3874YZ 0 AADS-XSeries-2-2 51102300 -
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Step 8. Click the ... and select Install Operating System.

& Overview Servers
8 Operate .l & All Servars &+
Sarvers @ T, Add Filter = Expart xms faurd 14 af 2 |
Chassis Power
. . Power HCL Status Models Contract Status Profile Status
Fabeic Interconnects . )
o off 8 {3 Incomplete 18 @ Not Covered 23
Prafile > :\
HyperFlex Clusters O 0m 18 & Validated 4 21}
I b

rating

Virtualization
Upgrade Firmware

Kibarmetes Sat Licansa Tier Madal Sarvar Profile Sarial UES Domain Nama Firm...
172.25178.202 HXAF2200C: WIPZ2440AK5 ) C220-WIPZZ440AXS 4.0{2c)
Integrated Systems
172.25178.201 HUAF220C-MSSX WIPZ2AA0ATC @ C220-WIP2ZZ440AZC  40{de)
&  Cconfigure ~
REY Cohesity-C240-5P_CLO WZPZ33A0G ) CZ20-WIPZ33414DG
Profil
Tives, 10108014 HKAF240C-M5SX arg-roatforg-AFClustand, WIP2Z120NWG ) AAOB-FIE332-1
Templates 10108.015 HMAF240C-MSSX rg-featforg-AFCIUsters. . WIPZZITISTH AADE-FIE332 O AADE-FIEI32-2 ERIER]
Palicies 10308006 G org-roat/org-AFClusterd., AADE-F 0 AADB-FIE332-3 4(34)
10408017 HMAF240C-MSSX arg-eatfarg-AFClusterd. O AADE-FIGI32-4 ERIEE]
Pools
® 1008020 UCSK-210C-MEB ARDE-KSertes-Manual_.. & 7 AADB-NSerles-2-1 5.0(2b)
10108021 UCSN-Z10C-ME AADE-NSaries-Manual_.. @ 1 AADE-ASerias-2-2 50230 -»-

Step 9. Make sure the servers are already selected and click Next.

& Overview Install Operating System

: o : w | genere!
£ =<3 VI H installation

Sarvars

2 | Operating System
Chassis

Select Servers

Fabric Interconnects 3 Configuration

HyperFlau Clusters 4 server Ceafiguration Utility

Add Filter G Export 23 ] 1 [ExjEni
Virtualization .
5 Installation Target Nama Usar Labal Haalth Maodal Serial Numbar
Kubernetes A408K5 © Heaithy HAAF220C-MESK WZFZZAADAKS
-] Surmmar
Integrated Systems v CE-NTPIIA40A7T @ Healthy HXAFZ20C-MESH WIFIPAADATE
) @ Crities! UCSC-C220-MSL WIPZ334140G
& Cconfigure -~
© Haaithy HXAFZ40C-MSSX WIZPZZ1ZONWG
Profiles
AADE-FIBS @ Critecal HEAFZ40C-M55K WZPZIMSTK
Templates
AADA-FIGIZZ-3 @ critical HXAFZ40C-M5SH WIPITI20CAX
Py AND-FIGIZZ-4 @ crites! HKAF240C-M53X WIFII120C36
Panls B AADS-HSerles-2-1 & Haaithy UCSK-210C-MB FCH250671PS
AAUS-KSeries-2-2 © Heaitry UCSK-210C-M8 FCH243574Y
ed T of 23 Show Selected Unsalect All 13 EE

< Cancel Back | m

Step 10. Select the Operating System repository which was previously created with the Cohesity Data Cloud
ISO and click Next.
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2 Infrastructure

OPERATE > Servers

@ Overview
Install Operating System
=} Opserate ~
Servers @ General Operating Systam

Select an O ystem from the list or add & new Image to the repository

Chas: o

ng System |

Fabric Interconnects

Select Operating System Image
3 Configuration L 3
HyperFlex Clusters

N N Add 08 Image Link
4 Servar Configuration Utility

Virtualization
Kubernetes 5 Installation Target
Intagrated Systams & Summary B seected servers bekong to mulliphs commen arganizati ¢ test_org, _test_oeg, You
can choose 1o install Operating System fram one of the comman organizations. Learn more &t Help Center.
©  Cconfigure -
Profilas Addd Filtar
Templates e o.
o 8 Cohesity-¥Series-1SP-66
Palicies
Poals Sal Unselect Al [x] 2 of2
< Cancel | Back

Step 11. From Configuration, click Embedded and click Next (the OS configuration file is already part of
Cohesity ISO).

OPERATE > Servers

Install Operating System

@ Overview

Q. Operate -~
Coenfiguration
Servers @ General g
Select a configuration source and provide the necessary configuration parameters
Chassis

@ Dperating System

Fabric Interconnects i
Select Sonfiguration Source.
Configuration

HyperFlex Clusters

4 Server Configuration Utility

Virtualization

B ©perating System imags must include a configuration file. For an example of the configuration file, see Help

Kubemates 5 Installation Target Center.

Integrated Systems
-] Summary
& Configure ~
Profilas
Templates

Policies

Pools

[e Cancel Back

Step 12. Click Next.
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DPERATE » Servers

9 Overview I .
0 Operate -~
Server Configuration Utili
Servers (Z) oeaeral v ity
Select 2 + Configuratian Utility from the list or add a new image 1o the repasitary
Chassis
s @ Qperating System
Fabric Intarconnacts
Salec Sardar Con'i ian Uhilty Opticnal
@ Configuration alect Serdar Configuration iy Op al
HyperFlex Clusters
| Add sou Link

LN o Server Configuration Utility |

Kubametas 5 Instalation Target

Inlegrated Systems & Summary B seevar Configuration Utiity images are Flterad based an tha Oparating Systam imaga salection. | earm maors

a1 Help Center.

& configure -~

Erciee B Instaling an Operating System is susported only # the Server Carfiguration Usility image is al version 81.3(x)

and later.

Templates

Palicias o, Add Filter 1 itams faund 10« per page af 1 [}

Pools Nama Fila Location Varslan Supported Mad... Daseriptian

MO ITEMS AVAILAELE

Cancel | Back |@

Step 13. Click Next from the Installation target. Cohesity ISO automatically identifies the Installation target as the
2x M.2 internal drives configured in the Boot Order Server Policy.

Step 14. Verify the summary and click Install.

' Intersight 2 Infrastructure Service Q) search

OPERATE » Servers

@ Tvarview
Install Operating System
O Operate -~ -
summa
Servers (Z) cenerl Y
Werily details of your selections, make changes where required and proceed 10 install the Operating System
Chi i
e @ Operating System
Fabric Intarconnacts
rating Syctam Imag
() configuratan Operating Symam Imbge
HyperFlax Clusters
MName Versian
Virualization @ Server Configuration Utility Coheslty-XSeries-1SP-6.6 Centds 7.9
" Vendor
Kubemetes @ Installation Target
CantDs
Integrated Systems
o Summary
& configure ~
Prafiles
Templates
Palicies
Selected Servers
Foals
AADB-XSerins-2-1 Serlal FCHZE0ETIPS View Detalls
AADB-XSeries-2-2 Seral FCHZA38/4Y S View Datalls

< Cancel Back

Step 15. Accept the warning for overwriting the existing OS image on the node and click Install.
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A

Warning!

Existing Operating System, if any, will be overwritten and
system files will be deleted. Configuration changes required
to facilitate OS installation will be made and restored at
completion.

Step 16. Monitor the OS installation progress and wait for completion. Depending on the network bandwidth
between the node management network and the repository network, it can take up to 45 minutes for the OS
installation to complete.

€ Requests

Operating System Install

Details Execution Flow
Status Progress 33%
 InProgress
! Install Operating System on Cisco UCS server  View Execution Flow
Name & Confirm Server Configuration for Installation Apr 27, 2023 ©:56 AM
Operating System Install

X

1o}
6442a929696f6e310T0c4824

Target Type
Blade Server

Target Name
AADEB-XSeries-2-1

Source Type
Blade Server

Step 17. Since this is an embedded installation without the Cisco Server Configuration utility, Cisco Intersight
displays the OS installation completion in about five minutes. Open a virtual KVM session and monitor the
Cohesity OS install progress. Since this is an automated install, you are not required to provide any inputs on the
virtual KVM screen. The OS installation progress is shown below:
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il Intersight AA08-XSeries-2-1 (AADB-XSeries-Manual DERIVED-1) |[KVM Console ~ UCSX-210C-M6  FCH250671PS

Starting installer, e moment

o
Console anaconda 21.48.22.159-1 for Cent0S 7 started
« installation log files are tored in /tmp during the installation
File 4 * shell is available on TTYZ
= when reporting a bug add logs from /tmp as separate text/plain attachment
View > 17:89:18 Running pre-installation scripts
1 15 Not asking for UN( 1se of an automated install
IS5 Not asking for U k é xt mode was explicitly asked for in kickstart
ing automated inste

Macros
Tools i
Power

Boot Device

Virtual Media

Chat

Install OS through Virtual Media

Procedure 1. Install Cohesity Data Cloud through Virtual Media

This procedure expands on the process to install the Cohesity Data Cloud operating system through virtual
media. You need to open a virtual KVM session for each node. Virtual KVM session can be accessed through
Cisco Intersight or logging into node management IP assigned during Server Profile deployment.

Note: If you are installing the OS through virtual media and it times out, please use a different browser
such as Mozilla Firefox.

Step 1. Login to virtual KVM, click Virtual Media and click vkVM-Mapped DVD.

e ykvM KVM Console ~ UCSX-210C-M6  FCH243974YZ

Console

File

View

Macros

Tools

Power

Boot Device

Virtual Media Create Image

Chat VKVM-Mapped vDVD
VKVM-Mapped vHDD
vKVM-Mapped vFDD
CIMC-Mapped vDVD

CIMC-Mapped vHDD

Step 2. Select the Cohesity Data Cloud ISO from your local file system and click Map Drive.
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Map Virtual Media - CD/DVD

i File cohesity-6.6.0d_u6_relea.. X

Step 3. Click Power and then click Reset System to reset the power cycle on the node. The Cohesity ISO
automatically loads (with virtual Media having highest priority in Boot Order Server Policy).

ekt VKVM KVM Console ~ UCSX-210C-M6  FCH243974YZ

Console
File
view Conf iguring and testing memory..
Macros

Tools

Power

Boot Device > Power Off System

Virtual Media Reset System

Chat Power Cycle System

Step 4. The ISO automatically identifies the drives to install the Cohesity ISO; the OS installation completes in
about 45 minutes.
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“« c (A Not secure | BEBa//10,108.021/kvm)

s VKVM KVM Console  UCSX-210C-MG  FCH243974YZ

Starting installer, one moment
CentDS 7 started
tored in /tmp during the installation

=] Console

File
rom /tmp as separate text/plain attachment
> View 7 } ing pre
it asking for mated install
Macros : [ ot asking for UNC beca  ‘te explicitly asked for in kickstart
Starting automated install

£ Tools
(
) Power > . c d a swap partition. Although not strictly required in all case

for most installation
Boot Device

Virtual Media > Installation

1) [x] Language settings
nglish (United S
1lati

Chat

5) I[x] In llati Destination
(Warning checking storage K¢ s enabled)
conf iguration) ¢ er creation
?) [ 1 Network nf iguration ill be created)

Prog
Setting up the installation environment

Creating ext4 on sdev/numelnlp:
Creating mimember on /dev/numelinipl

Creating ext4 on sdev/numeBnlpZ

Step 5. Repeat this procedure for all Cisco UCS X210c nodes to be configured for the Cohesity Data Cloud
cluster.

Configure Cohesity Data Cloud

This section elaborates on the configuration of the Cohesity Data Cloud on Cisco UCS X-Series Modular
System. The existing deployment is deployed with three (3) Cisco UCS X210c nodes with each node configured
with both compute and All NVMe storage.

Note: Make sure the Data Cloud ISO is installed on each Cisco UCS X210c node.

Note: The network bonding mode on the Cohesity operating systems (CentOS 7.9)_ with Cisco UCS X-
Series or Cisco UCS Fabric Interconnect Managed C-Series servers does not support bond mode 4. For
reference, go to: https://www.cisco.com/c/en/us/support/docs/servers-unified-computing/ucs-b-series-
blade-servers/200519-UCS-B-series-Teaming-Bonding-Options-wi.html)

The Data Cloud Cluster configuration is a two-step process:
« Initial network configuration on 1x Cisco UCS X210c¢ node

o Cluster configuration across all Cisco UCS X210c nodes

Configure First Node

Procedure 1. Initial Network Configuration on 1x Cisco UCS X210c Node

In this procedure, any one of the Cisco UCS X210 nodes are accessed through the virtual KVM and the initial
operating system network is configured.

Step 1. Login to Cisco Intersight, click Infrastructure Service and click Servers. Identify the Cisco UCS X210c
nodes installed with the Cohesity Data Cloud ISO.
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@ Overview

Chassis

Fabric Interconnects
HyperFlex Clusters
Virtualization
Kubernetes
Integrated Systems

©  Configure ~
Profiles
Templates
Policies

Poals

Infrastructure Servi

Servers

Al Servers

QO Add Filter (= Expart 3items found M- per page 1 ooiz [F][H]
Health Power HCL Status Models Contract Status Profile Status 3
Qo @ Incomplate 19 © Hox Covered 23 g
OonE 2 validated 4
Management IP Model Server Proflle Serlal UCS Domaln Marme Firm...
172,287, HRXAFZZ0C-MESK WZPzzAan ) C220-WIP2Z440AXS 4002} -
172.23176.201 HXAFZE0C-MESK WIPTIAAOATC ) C220-WZP22440AZC  4.0[d2) -
10412151 UCSEC-C220-M5L Cohasity-CZ40-5P_CLO.., ) C220-WZP233414DG  AED) e
10,0804 HXAFZ40C-MESK WIPZZIZONWD & AAOE-FIG332-1 40(3d) -
AEEEREY HEAFZANC-MESK org-rant/org-AFClustard, WEPIIISTK 0 AADE-FIBIZZ-2 Al(3d
010E0IE HXAFZ40C-MESK org-raot/org-AFClusterd. . WIPEZIZOCAX ) ARDE-FIE3I32-3 EATEL
10108017 org-ront/org-AFClustard WIPEN20C88 O AADE-FIG322-3 A1(3d)
O 19108020 UCSX-210C-M8 AADE-XSerlies-Manual_.. FCH230671PS O AROE-XSeries-2-1 5.042b)
10A0RDF TI0C-ME AAOB-YSeries-Manual_.. @ 1242874%7 ] 5002300 -
1006026 UCSX-210C-M8 ansible-coh-intel-3G-Ca. FCH24307473 ) ARDE-XSerles-2-3 5.0(2b)

Step 2. Select the first node and launch the virtual KVM.

L Owverview

O Operate -~

Servers

Chassis

Fabric Interconnects
HyparFlex Clusters
Virtualization
Hubernetes

Integrated Systems

& configue -~
Profiles
Tamplates
Palicies
Pals

e 3 ©Export  230temsfound 14 perpage 1 otz 5[
Health Power HCL Status Models Contract Status Profile Status ::
Done ) Wncomalets 19 -\ © Hot Covered 23 Ny« beonditan
1 0n 13 i Validated 4 (“2'3‘/ oner R
System
Managamant 1§ Madal Sarvar Prafile Serial UCS Domain Nama Frofika
172.25078.202 HXAFZZOC-MSSK WIP2Z440AKS 0 CZIO-WI  instad Oparating System
172.25778.201 HxA MBS WIFZZAA0AZE @ CZIO-WI  Upgrade Frmware
w4203 [ Cohasity-C240-5F_CLO... [CEEFEETIE] ) CERO-WI
WADELA HXAFZ400 -AFClus WIRZFTIONWG @ ARDE-FIE Tun:
A0ADBLAS HXAFZ40C-MSEK g-AFClus ZP221NETK ) AADB-FIE Open TAC Casza
10908096 HXAFZ40C-MSSX -AFClusted WIP2Z120CAX @ AADB-FIf Set License Tier
10308017 HXAFZ40C-MSSK org-reot/org-AFClusterd .. WIP2Z120C08 @ AADE-FIE Collect Tech Suppart By
1008020 UCSK-Z10C-ME AADB-XSerles-Manual_... &  FCHZSDE71PS J AADE-KSeries AADB-XSeries-2-1 5.0(20) E]
10706027 UCEN-210C-ME AADS-XSerles-Manual_.. ©  FCHZA3074YZ & AADE-XSeries-2-2 50002300«
UCEK-FI00-ME ansibla-cah-Intel-4G-Ca. ) AADE-XSaries-2-3 80625 e

LIES;

0C-Ms

10.28148.248

UCSC-C220-M5L

Cohesity-ROBO-C220-P. WIPZA1

Step 3. Make sure the Cohesity Data Cloud is installed on the node.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

) AADE-XSaries-2-4

) E220-WIP2S13OMEY

5001z}

EAEN]

Page 109 of 155



2'.',;'5 Intersight AA0B-XSeries-2-1 (AA08-XSeries-Manual_DERIVED-1) | KVM Console UCSX-210C-M6 FCH250671P5

Console } Cohesity Uersion: elease-28221284_cB362918
Product Name: UCS
File > Hostname: chassi
Node 1PV4:
2 View > Node IPu6:
Link Local IPwv4: .254.7
% Macros Link Local IPu6: 68 :7dff :fec9:7544
X Tool FOR LOCAL ACCESS, PLEASE CONNECT TO THE SAME SWITCH AS THE NODE AND USE THE
E gos LINK LOCAL IP ADDRESS. ENTER THE IP IN YOUR BROWSER TO ACCESS THE COHESITY UI.

©  Power > chassis-fch258671p5-node-1 login: _
Boot Device
¥ virtual Media

&) chat

Step 4. Login to the node with the username <cohesity> and password <received from Cohesity>.
Step 5. Edit the network configuration through the network configuration script:
sudo ~/bin/network/configure network.sh.
Step 6. Select option 2 Configure IP Address on interface.
Step 7. Select default interface bond0.
Step 8. Enter the IP Address, Interface Prefix, and Gateway.
Step 9. Select the default MTU to 1500.
Step 10. Select Y/Yes to make the interface active.
Step 11. Quit the configure_network script by entering option 12.
Step 12. Test the network is working properly by pinging the default gateway. You can also verify the IP address
configuration by issuing the following command:
ip addr
Step 13. When network is configured, make sure the OS IP is reachable.

[cohesityBchassis-fch258671p5-node-1 ~1$ ping 18.188.1.254
PING 18.188.1.254 (18.188.1.254) 56(84) bytes of data.
64 bytes from 18.188.1.254: icmp_seq=2 ttl1=255 time=08.398 ms
64 bytes from 18.188.1.254: icmp_seq=3 tt1=255 time=8.575 ms
64 bytes from 18.188.1.254: icmp_seq=4 tt1=255 time=8.389 ms
A

18.188.1.254 ping statistics
packets transmitted, 3 received, 25% packet loss, time 3887ms

rtt min‘avg/max/mdev = 8.389,8.454/8.575/8.885 ms

WARNING: Commands are NOUT being logged.
[cohesityBchassis-fch258671p5-node-1 ~1$

Setup Cohesity Cluster

Procedure 1. Cohesity Cluster Configuration Across all Cisco UCS X210c Nodes

The initial setup of the Cohesity cluster is done through the configuration webpage, which is now accessible on
the first node, at the IP address which was configured in the previous steps. Prior to beginning the initial cluster
configuration, make sure that all Cohesity nodes which are to be included in the cluster have completed their
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initial software installation, and are fully booted. Additionally, make sure that all necessary IP addresses for all
interfaces are known and assigned, and the DNS round-robin entries have been created.

Step 1. In a web browser, navigate to the IP address of the first Cohesity node, which was configured in the
previous steps. For example: http://10.108.1.32

Step 2. Accept any SSL warnings or errors due to the default self-signed certificate on the server and proceed
to the Cohesity Dashboard login screen.

Step 3. Log into the Cohesity Dashboard webpage using the following credentials:
o Username: admin

o Password: <password>

COHESITY

Cohesity Dashboard

Username
Password

Step 4. When the Start Initial Cluster Setup screen appears, make sure that the number of nodes detected
matches the number of servers you intend to install for this cluster. Click Get Started.

COHESITY
Start Initial Cluster Setup
The following hardware was detected.
3 3

Chassis Nodes

The entire Cluster setup process should take less than an hour. You will need the following information to set up your Cluster

+ 1P address and IPMI IP address for each of your Nodes
+ Cluster name and cluster domain name

* Cluster subnet gateway and subnet mask

+ IPMI Subnet Gateway and Subnet Mask

+ IPMI username and password

+ Search domains

+ DNS servers

* NTP servers

Step 5. Select the nodes to add to this initial cluster, then click Select Nodes.
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COHESITY

Cluster Setup

Select Nodes

The following Nodes were detected.

of 3 Nodes to create a Cluster

2U4N Nade slots are dsplayed 2

Select Nodes Cance

Step 6. Enter the OS IP determined for each node, do not add any IPMI IP.

Note: With Cohesity release 6.6 or later, all Cisco UCS servers connected to Cisco UCS Fabric
Interconnects do not require any IPMI configuration. Keep the IPMI Field blank and delete any pre-existing
IPMI IP during cluster creation.

COHESITY
Cluster Setup \ o 3

Netwark Setings

1P Assignment for Selected Mode:

Enter the IF and 1F#I adrire: 1f your selected Nodes. Yo nesd a minimum of 3 Nodes to create 2 Cluster.

Edit Node Szlection

L ALY Pt
Chassis FCH243974YZ PRI o ligaralinn is kepl blans
-
Mode iE] IFMIIF
10,908,133
MNode 1-18
Host Name: chasss-fch2d387ayz node- 1
Chassis FCH24397473
MNode 1= LPM1IP
10.108.1.34
Node 1 - 775246439168
Host Name: chasss-fch243497473-node-1
Chassis FCH250671P5
Mo " TPM1IP
T0.108.1.32
\

Step 7. Select the nodes to add to this initial cluster, then click Select Nodes.
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COHESITY

Cluster Setup

(] 8 o

Select Nodes

The following Nodes were detected.

2U4N Nade slots are desplayed accord

Select Nodes Cance

Step 8. Enter the Cluster Subnet, Gateway, DNS, NTP, Virtual IP and FQDN details and click Create Cluster.

g 10 @ rear view of the Chassis
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Cluster Setup

Cluster Sertings

C sster Domain Name

chix-xseries]

£l Subnet Gateway ister Subnet Mask

10.108.1.254 255.255.255.0

IPMI Subnet Gateway PRI Subriet Mask
ML name PMIL ward

[CEnaw Fassware

i dint dorm b i
-
D vers ©
10.108.1.6 =
Separate moltiple 1Ps with commias. E.5. 192.02.0. 198.51.100.0. 20801130
NTP Servers *
I Use Authentication Key
172201018 = 172201015 =
FODN
chx-xserles].aal8.rip4.local
\

VIR efciress ar Range Count [Optiznal]

Delete
10,108.1,36 (/]
10.108.1.37 L]

L]

Go Back Canre:

Step 9. When the cluster is created, login with FQDN and register the cluster to Cohesity Helios.
Step 10. Confirm the 3x Cisco UCS X210c nodes are configured for the new Cohesity Data Cloud cluster.
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"
s Cluster
Q DamPomchn > GEEEE) (EEEAESO ) (5
oy Infressructure > °
By File Seraces »
Chassis - | Mode Staws - Q)

@ Security Tooks *
B, Test&Dev
_ Slot [0 Hest Mame Made Serial Mode Status I® Versian DX pata Disks
& Marketplace > SEatls
I system > D Chassls: FCHZ43974YZ
[ Reporting .

: S . i relpas -
& 1 E35TIB 0.108.1.33 i B ssos

B3 Chassis FCH24997473

Maragernent | 75045433768 cheseriest R I
ucs SNi5  fch2d397azi-nade-d 20221204_c0352910
Hewwarking
RHDE! D Chassis: FCH2S06T1PS
Upagrade . ;
N aB005EEE
R 3.5 TiB 10.108.1.32 5
! LCSXI T MBSNTS FCHIS0ET1PS 835 .10 B s
License
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Cluster Expansion and Firmware Upgrades
This chapter contains the following:

o Cohesity Cluster Expansion
o Upgrade Firmware and Software

Cohesity Cluster Expansion

This section details how you can expand the existing cluster deployed on Cisco X-Series modular system. Each
Cisco UCS X-Series modular system accommodates up to eight (8) All NVMe Cisco UCS X210c nodes,
providing compute and storage. You can add a new Cisco UCS X210c node in the existing Cisco UCS X-Series
chassis, derive a Server Profile from existing Template, install the Cohesity OS from Cisco Intersight, and
expand the cluster in Cohesity Helios.

This does not require any additional cabling or network configuration. In the event you want to expand to
additional Cisco UCS X-Series chassis, you can add a new Cisco UCSX-Series Chassis to the existing Cisco
UCS Fabric Interconnect, clone the chassis and server profile, and attach to the new Cisco UCS X-Series
chassis. IT requires minimal effort to expand both compute and storage.

Derive and Deploy Server Profile
Procedure 1. Derive and Deploy Server Profile to New Node
Note: Skip this step if you already have a Cisco Intersight account.

Step 1. Go to https://intersight.com/, click Infrastructure Service and click Server. Identify the new Cisco UCS
X210c node provisioned for the existing Cohesity Data Cloud cluster expansion.

Note: This Cisco UCS X210c node does not have a Server Profile attached to it.

il Intersight 2 nfrastructure Service

i Servers

Q. Operata & @ All Servers @

Chassis

Health Power HCL Status Models Contract Status Profile Status
Fabric Intercannects —_— e — e =
o 0 Incomplata . ot Cerveandd 23 -
. ,‘\ . 5% 4 C N
HyperFlex Clusters ©on1e & Validated & nyl a4
o . *
virtualization
KiEeitbes Managament IP Modal Sarvar Prafits © Sarial uCs Domain Hama Firm...
[ UCSK-210C-M& FCH243974V3 AMDE-XSeries 0 AADB-XSeries-2-4 S.0{1c) 'J
Integrated Systems
0.000 UCS-53260-M5SRB FCH21307K3V ) S3IXEOMS-FCHZ21307... 41(3b]
&  Configure ~
0.000 UCS-53260-MESRB FCH22437800 () S3AXGOME-FCH2Z.. 3 41(3b]

Step 2. Click “... “, select Profile and Derive Profile from the template.
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C Search

& overviaw Servers
2 Operate e %
Chassis -
Health Power HCL Status Models Contract Status Profile Status o
Fabric Interconnects
i 7 off 4 ncomplete 18 -\ N © Nt Gavered 23 /. -
HyperFlex Clusters CJ ) on e ) Validated 4 (-/ . 34
= o .
Virtualization
Kubemetes P Model Server Profile ©  Serial UCs Domain Name Firm... 7
l- UCSX-210C-ME FCH243974V3 W ARAOB-XSeries-2-4 J 5.001c)
Integrated Systems
0.0.0.0 UCS-53260-M5SRE FCH21307K3Y 0 S3INE0M!  power
©  configure ~
0,000 UCS-53760-M55RE FCH22437600 € SIGOMI  system
frofles 0.0.0.0 UCE-53260-M5SRE FCH224770KC [ Derive from Template | Profile ] .

Step 3. The Cisco UCS X210c node is displayed, click Next.

Infrastructul

& overview Templates
L] Operate ~
© ceneral | General
Servers Please confirm the Servar salaction
2| Template
Chessia Canfirm Server
Selaction
3 Details
Fabric Interconnects
Acd Filter "~ Export 1 inems found 9 v 1 oall i
HyperFlex Clusters 3) Smummary
[g Hame User Label Health Madel UCs..  Serlal Number |
Virtuakzation AADS-XSaries-2-4 © Healthy UCSX-Z10C-ME FCH243974Y3 |
Kubemetes Selected 1of 1 Show ANl Unsedect All 1 of1

Integrated Systems
©  configure ~
Profilas
Templates
Policies

Pagls

< Cancel m

Step 4. Select the Server Profile template created to deploy the Cisco UCS X210c node for the Cohesity Data
Cloud cluster and click Next.
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@ Ovarview

O Operste
Servers
Chassis

Fabric Interconnects

HyperFlex Clusters

Virtwalization

Kubernetes

Integrated

©  Configure
Profiles
Templates
Policies

Pools

ucture Service

Templates

© ceneral
© rempise

3 Detalls

4 Summary

Template

ect the Tempiate that nead 10 be assigne

UCS Servar Profile Template

Add Filter Siemsfound 10~ perpage 1 ot
Nama Dascription Last Update
ansible-ceh-Intel-4G-Cohes...  Server Pratile Template for Cehesity with X-S. Apr 27, 2

[ ®  AADS-XSeries-panual

Apr 27, 2

AXOB-XS

C25-1MM-Col

HI3-Server- Templa

Selpctec 10f 5 Show Selected  Unselect All

Close

Step 5. Rename the Derive profile and click Next.

Apr18, 2023 1:44
war 16, 2023 12:02 PM

Y

Back

& Overview

@ Operate
Servers
Chassis

Fabric Interconnects

HyperFlex Clusters

Virtualization

Kubernates

Integrated Systams
% Cconfigure

Profiles

Templates

Policies

Pools

Templates

(2) Genesal
&) Tempiate
© oetaiis

4 Summary

Details

Eait the description, tags, and auta

nerated namas of the pn

~ General

Organization *

~ Derive

1 Mame*
AMDE XEcrics Manual DERIV

Close

Step 6. Verify the policies and click Derive.
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K Crmrview Templates

o Operate ~
" (Z) cenerat
Servers
@ Template

@) vetails

HyparFlex Clusters © summary

Chassis

Fabric Interconnects

Virtualization

Kubermetes

-~ General

ARADE-XSeries-Manual

arget Platform

UCS Server [FI-Attached)

UECS Server Profiles

derived from the profie ter

Orga
default

Integrated Systems

Name

Assigned Server ]

AMDE-XSeries-Manual_DERIVED-4

B-XSeres-Z-4 J

&  configure -~
Compute Management Storage Network
Profiles Configuration Configuration Confi ion Caonfi ion
Templatas
BIOS ARDE-KSzriesBIOSPalicy (5]
Palicies
Boot Order AADB-NSeries-BootOrder (5]
Pools
Pawer > & | AADB-XSaries ar-%210e (5]
oo AADE-KSeries-ULIDPool
< Close

Step 7. When the Sever Profile is derived, go to the Servers tab, identify the Profile displayed as “Not
Deployed,” click the “...” and select Deploy.

.
& overview Profiles
& Gy HyperFlex Cluster Profiles UCS Chassls Profiles Ucs Domaln Profiles UCS Server Profiles Kubemetes Cluster Profiles
perate —_
servers
Create UCS Server Profile
Chassis
¥ AllUCS Server Prof
Fabric Interconnects
Add Filtar "~ Export 35 items laund 10w per page 1 oafd [ [x]
HyperFlex Clusters
Virtualization Status Incensistency Reason Target Platform -
DOKE 2 ot Deployed 1 FI-Antsched 20
Kubernetes
Inconsistent 5 £] Not Assigned 21 El Standaleng 15
Intagrated Systems
“ ! -
Confiqure Name Status Target Platform UCS Server Template  Server Last Update
Templates el {F-tt.. Deploy
@ oK uC erver [Fl-ALL.. 10N A
Policies
oK UCS Server [FI-Att... Apr. Unassign Server
Fools
0K UCS Server [Stand... Apr| Cl
Incansistant UCS Server [Stand apr Fdit
@ 0K UCS Server [ d... Apr Delete
Cohasity-C220-Sarver @ oK UCS Server [Stand... Apr| Detach frem Template
@ 0K UCS Server [FI-AtL. Apr 21, 2023 6:36 AM

Step 8. On the Deploy Profile confirmation screen, enable Reboot Immediately to Activate and click Deploy.

1 Mt Bmninend

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

8 Sanar (E1-01

Anr18 AT 144 PR

Page 119 of 155



Deploy UCS Server Profile

UCS Server profile "AA08-XSeries-Manual_DERIVED-4" will be deployed to server "AA08-
XSeries-2-4".

! If policy configuration requires an immediate reboot and the option below is disabled, then
profile deployment will not be initiated.

‘) Reboot Immediately to Activate © v

Cancel

Step 9. When the profile is successfully deployed, install the OS using Cisco Intersight, provided in section

Cohesity Data Cloud Node Configuration on Cisco UCS X210c Nodes. The screenshot below displays on the
Cohesity Data Cloud OS deployed on the new Cisco UCS X210c node:

AAD8-XSeries-2-4 (AAD8-XSeries-Manual_DERIVED-4) | KVM Console

Cohesity Uersion: 6.6.8d _ub_release-208221284 cB3629f8
Product Name: U XZ18CMHSN1S

Hostname: chas: fchZ243974v3-node-1

Node IPv4:

Node IPu6:

Link Local IPv4: 169 ¥ ?

Link Local IPu6: feBE Ac dff :felc:774c

FOR LOCAL AC CONNECT TO THE 2 SWITCH AS THE NODE AND US iE
LINK LOCAL IP A 5S. ENTER THE IP IN ¥ { BROWSER TO AC( THE COHESITY UI.

chassis-fch243974v3-node-1 login: [ 782 28461 kum [532331: vcpuB disabled perfctr wrmsr: BxcZ data Bxffff

Cohesity Version: 6.6.8d ub_release-28221284 ch3629f8
Product Name: U X218CM6S

Hostname: chassis-fch24397

Node IPv4:

Node IPuU6:

Link Local IPw»: 169.25¢

Link Local IPu6: feB88::88c7:3d4ff :felc:?774c

FOR LOCAL ACCES I SE CONNECT TO THE SA $ A
LINK LOCAL IP A 5. ENTER THE IP J SER TO SS THE COHESITY UI.

Hint: Num Lock on

chassis-fch243974v3-node-1 login

Expand Cohesity Cluster

Procedure 1. Expand existing Cluster through Cohesity Helios

When the new Cisco X210c node is configured with the Cohesity Data Cloud OS, the Cohesity Cluster is
expanded to add the Cisco UCS X210c¢ node. This process expands the compute and storage on the Cohesity
Data Cloud Cluster.
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Step 1. Access the Cohesity Data Cloud Cluster dashboard. Go to Summary > Nodes and click the + sign and
select Add Node.

OF Cashboards Cluster
@ Data Protection ¥ . -
Summary  Storage Domains ey Management System  Syslag
& Infresruenure >
B> File servces >
Nade Status = O
W% security Taals »
@), Test & Dev
S kel N St ID o5t Name Node Serial Mode Status Capacity ® Version R o Disks
M systen > =5 Chassis: FCH243874Z
[E #eporting 161955005867 chix-sseries] 6.6.00_UG_release
LCSXZI0CMESHTS  Feh2d387dyz node-1 8 acine 835TiE 0.008.1.33 20321204 03620 [ L
= Chassis: FOH2435%747 3
775346430168 chy-xseries] . - o . 555
UCS-RFIOCMESNTS  Frh2dds?arinade & aane E35TiB 0.108.1.34 @ sssos
ShMP ©3  Chassis FCH2S0671PS
Upgrade
FCHZS0E71PS 2 fetive AL5TIE 10.008.1.32 @ cssoe
License

Step 2. The Cohesity Data Cloud cluster automatically identifies the new node. Confirm the serial number of
the node, which was configured for the cluster expansion, select the node, and click Next.

COHESITY

=}
on

Add Node

] »
2 »
B> File Services > o
Py Sedect Nade(s]
T security Tools > fl
), Test&Dev .

The following Nodes were detected, Select Al
& Marketplac >

Chassis F(
h sstem >
[ Reporting
] sengs ¥

Step 3. Add the available Node IP and click Next.
Step 4. Add the Virtual IP as configured on DNS and click Finish.
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COHESITY

B8 Dashboards Add Node
& DataPretection 3
B Tnfrastrueture >
E> File Services > o
= A VIPs
i@ Security Tools > e
B Tests Dev

Assign VIPs
B mar ace

VIPs
I system >

VIP Address or Rarge Caunt (Optional}
[ Reporting
8 settings >

viP Delete

1 o

Step 5. The Cohesity Data Cloud Cluster is expanded from three to four nodes of All NVMe Cisco UCS X210c
server. It takes some time to assimilate the All NVMe drives of the new Cisco UCS X210c node to the existing
Cohesity Data Cloud Cluster.

O Dashbcards Cluster

Data Protectio °
@ panaProeion > Summary Storage Domains ¥y Management Systern Syslag
& festucure >

B> File Services »

Chassis - Mode Stats - O
i secunity Taoks E
LR
. . . ) s S _— Disk oo
ﬁ Marketplace 3 Sint v] Hast Name Mode Serial Node Status Capacity P Viersinn Status Data Disks
M sypsem ¥ B3 Chassis FCHZA3974Y7
@ reportng - ) N .
1 I & pctive 315TiE 0.108.133 B s
8 cewings w
e B3 Chassis FCH24397423
Metess Managerment - P "
! UCSH2I0CMESHIS  lh2430574z3-node] artrie 15 TH ] 14 B oauos
Metworking
SR B3 Chassis FCHESDGTTRS
Uparade .
cha-xsorins]- N - i . ; o
! feh2506ips nade 1 CHZS0ETIPS 2 e 535TiE 0.108.132 B ssos
License
=
thy-xseries . —_— R — -
! Ieh243874v3 node-1 8 sciive 9 Bytes 0.108,1.35 B oroos

Upgrade Firmware and Software

Note: With the Intersight SaaS Management platform, the server firmware upgrade does not require you
to download any firmware bundles to a local repository. When the suggested firmware upgrade request is
issued, it automatically downloads the selected firmware and starts the upgrade process.

For detailed instructions to perform firmware upgrades, see Firmware Management in Intersight

Firmware for Cisco UCS X-Series Modular System with the Cohesity Data Cloud can be upgraded for the
following main use cases:

o Upgrade Cisco UCS X-Series X210c node firmware in combination with software upgrades for the
Cohesity Data Cloud. Cohesity non-distributive upgrades manage the sequential server reboot, allowing
upgrades of Cisco UCS X210c node firmware during a Cohesity software upgrade. Because each node is
upgrading sequentially, the Cohesity Cluster upgrade time increases by about 25 to 30 minutes per
Cohesity node.
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¢ Upgrade Cisco UCS X-Series X210c node independent of the Cohesity Data Cloud software upgrades. In
this process, you need to manually reboot the Cisco UCS X210 node and verify that the Cohesity node is
back online after the server firmware upgrade. Verify that each node is rebooted serially, and that the first
node comes back online and joins the Cohesity cluster before initiating a reboot on the second node. This
process can also be done in parallel across all Cisco UCS X210c nodes but requires maintenance
windows for Cohesity Cluster downtime.

Note: Prior to upgrading Cisco UCS X210C node firmware, you are required to upgrade the Cisco Fabric
Interconnect and Cisco UCS X-9108 IFM modules.

To successfully upgrade the Cisco UCS Fabric Interconnect and 10 module firmware, see:
https://intersight.com/help/saas/resources/Upgrading Fabric Interconnect Firmware imm#procedure

Note: During the upgrade of the Intersight Managed Fabric Interconnect, the fabric interconnect traffic
evacuation is enabled by default. The fabric interconnect traffic evacuation evacuates all traffic that flows
through the fabric interconnect from all servers attached to it, and the traffic will fail over to the peer fabric
interconnect for fail over vNICs with no disruptions in the network.

Upgrade Fabric Interconnect and Intelligent Fabric Module

Procedure 1. Upgrade Cisco UCS Fabric Interconnect and Cisco UCSX 9108 IFM Firmware

This procedure expands on the high-level procedure to upgrade firmware of the Cisco UCS Fabric Interconnect
in Intersight Managed Mode (IMM). For more details, go to:
https://intersight.com/help/saas/resources/Upgrading Fabric Interconnect Firmware imm#before you begin

Note: During the firmware upgrade of Cisco UCS Fabric interconnects, the Cisco UCSX 9108 IFM
modules installed in the Cisco UCS X-Series chassis will be automatically upgraded.

Step 1. Login to https://Intersight.com, click Infrastructure Service, then click Fabric Interconnects, and select
the Fabric Interconnect Pair (IMM) . Click “...” and select Upgrade Firmware.

= il Intersight ] arvice | search
.
Ouverview Fabric Interconnects
O Operate S # All Fabric Interconn... ® -+
Servers 7 0, Add Filter = Export & itams founa 9« parpaga 1 af1
Chassis "
Health Connection Contract Status Bundle Version NX-05 Version Models .
i 'l I
[ &

HyperFlex Clusters

2 Cornncted & 0 Nt Covared & .
w2 50

i «2201)4 2 [ I

s i ~s

Virtualization

Kubermetes Hame - Health Contract Status Management... Madel Expansion M_.. B.

AADB-FIB3I3ZFI-A 0 Critiesl B Mat Ceneead 10008011 UC5-FI-5332-16UP 0 4z
Integratad Systems

AADB-FIGII2FI-B @ Healthy @ Mot Covered 1008017 LICS-FI-G332-16UP o 4z

& configure -~
AADE-XSerles FI-A A& Warning 0 Mot Covered 1010608 UCS-FI-6454 NIA 4201  AADEN

Profiles

B AADS-NSeriesFI-B A& Warning B Mot Gevernd 1010602 UCS-FI-5454 MiA 43{1..

Templates C25-FIFI-A 0 Critical @ Mot Covered 0. LICE-FI-6a54 Nia a2

Policies C25-FIFIFB 0 Critieal B Mot Conerad 10.29.140.1 UCS-FI-5454 MiA 420 C25-FIB4 | Upg

(7 Selected 20f 6 ShowSelected  Unselect All
Collect Tech Suppor Bundle

Step 2. Click Start and from Upgrade firmware make sure the UCS Domain Profile is selected and click Next.
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@ Overview

O Operate -~
Sarvers
Chassis
HyperFlex Clusters
Virtualization
Kubamnates
Integrated Systems

& configure ~
Profilas
Templates
Palicias

Paoals

 Fabric Interconnects

Upgrade Firmware

2 Version

3 Summary

General

Ensure selectad Fabric intercal

ants for firmware upgrade.

nects meet require

cture firmvare upgra

an be perfarmed anly an  pair of Fabric Inercenneats at ance

1 items found 10~ 1 o1
Add Filter
B Domain N, Fabric Interconnect A Fabrie Interconnect B |
- Model Serial Bundie Version Madel Serlal Bundle Version
[ TR LICS-FI-8454 FOOZA9DMZ 4,201 A54 FRO221910N3 4.2[1h) |
Selacted 1of1  Show Selected  Unselect Al 1 afi
Cancel Back

Step 3. Select the recommended Firmware release (currently 4.2(3d)). By default, the upgrade enables the

Fabric Interconnect traffic evacuation. Use Advanced Mode to exclude the Fabric Interconnect traffic

evacuation.

% Infrastructure Service

@  Overview
0! Operate N
Sarvers
Chassis
Fabric Interconnects

HyperFlex Clusters
Virtualization
Kubernetes

Intagrated Systems

& configure A

Profiles

Templates

Policies

Pools

Step 4. On the Summary page,

+ Fabric interconnects

Upgrade Firmware

@ ceneral
© version

3 Summary

Version

Caleet 3

firmware varsion ta upgrade the Fabric Interconneets to

Scloct Finmware Bundie

Advaccne Mode D

The selectad firmware dundie will be downloaded from intersight.com. By default, the upgrads enables

Fabric Intereennact tratfic
avacuation

seuation. Use Advanced Mode 10 exclude Fateic Intercennect traffic

Version Size Release Date Description

[ e 42(34) Cisto Intersight Infrag! ure Bundle
4.2130) Jang Ciszo Intersight Infrastructure Bundie
42(2e 69 GiB Mar 14, 2023 838 Ciszo Intersight Infrastructure Bundie
42124 169G Nov 28,2022 12:0. Cisza Intersight Infrastructure By
4.212¢} 169 Gi8 Cisca Intersight Infrastru Bundie
4.2(2a} Ciseo Intersight Infrast o

4.212.220314; May 13, 2022 5:05
4.21n] 186 GiB  Aug 3, 2022751 AM
4211 1RAGIR M 18 2037 2:81 Fieen Intoreinht Infeacte
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Ciseo Intersight Infrastructuse Bundle

r1n Runstle

Back

confirm the firmware to be upgraded and click Upgrade.
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+ Fabric Interconnects

Upgrade Firmware

@ Overview

0. Operate ~
Servers
Chassis
Fabric Interconnects
HyperFlex Clusters
Virtualization
Kubernetes
Integrated Systems

& Configure ~
Prafiles
Templates
Pulicies

Pools

Apr 28, 2023 4:52 PM

(%) eeneral Summary

Confirm configuration and Inftiate the upgrade,
&) version

B selected fimware bundle wil be downlaged 10 the Fabric Interconnacts and upgraded. Chck on Requests
1o monizor the progress of the fimware upgrade.
Firmwan

Versian Size

4.2(3a) = 170 GiB

Fabiric Intsrsanisets 1 ba Upgracod

C,  Add Filter (G Export  litemsfound 9 v perp:
| Domain M Fabrie Interconnect A Fabrle Interconnect B ]
Modal Sasial Bundia Varsion Madal Sarial Bundia Varsion
AADE-NS UCS-FI-6454 A2} 1 UCE-FI-BA54

< Cancel

ol

Step 6. When the Firmware downloads, acknowledge the Fabric Interconnect B upgrade, and click Continue.

€ Requests

Upgrade Firmware

Details

Execution Flow

X

Status
%) Action Required

Name
Upgrade Firmware

ID
644c5c53696f6e3101f8¢155

Target Type
Fabric Interconnect

Target Name
AAO8-XSeries FI-A
AAD8-XSeries FI-B

Source Type
Firmware Upgrade

Source Name
AA08-XSeries FI-A AAD8-X...

Initiator
andhiman@cisco.com

Start Time
Apr 28,2023 4:52 PM

g

37%

@ Wait for a user acknowledgement on Fabric Interconnect - B,

8 Ensure Fabric Interconneacts meet requirements to continue upgrade. Please acknowledge to continue with

Fabric Interconnect - B upgrade. Learn more at Help Center.

@ Wait for MAC address synchronization on Fabric -B.
MAC address synchronization is complete

@ Evacuate data traffic on Fabric Interconnect - B.

@ Wait for image update to complete in IO module.
Firmware upgrade for the IOMs completed successfully

@ Initiate image update in 10 module.
Firmware upgrade reguest submitted successfully

@ Wait for image to in
Image ucs-intersight-infra-4gfi.4.2.3d.bin successfully cached in Fabric Interconnect(s)

@ Initiate image download to the endpoint.
Download ucs-intersight-infra-4gfi.4.2.3d.bin request is submitted successfully

@ Validate the requirements for the endpoint.
Validation of pre-upgrade space avaliability completed successfully.

Step 7. When Fabric Interconnect -B is upgraded, acknowledge the Fabric Interconnect - A upgrade.
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4 Requests
Upgrade Firmware
Details Execution Flow
Status Progress G8%
@ Action Requirad
@ Wait for a user ach on Fabric - A

Name n Fi pgrade for Fabric I =B Ensure Fabric meet to

. continue Please ge to | with Fabric - A Learn more at Help
Upgrade Firmware

Center.
o]
644c5c53696f6e3101f8¢155 _
Target Type
Fabric Interconnect (=) Wait for image download to complete.
Image ucs-intersight-infra-4gfi.4.2.3d.bin successfully cached in Fabric Interconnect(s).

Target Name
AAD8-XSeries FI-A Initiate image download to endpoint. A
AADB-XSeries FI-B Ier:':%;::: intersight-infra-4gfi.4.2 3d.bin already available in a cache, skipping the download. Image will be synr‘?d [n th

Source Type
@ Cheek if the image has been cached.

Firmware Upgrade Verified that image is available in the cache,

Source Mame

(@ Wait for firmware upgrade in Fabric Interconnect - B,

AAOB-XSeries FI-A AADB-X... Successfully upgraded Fabric Interconnect.
Initiator . .
_ . @ Initiate firmware upgrade in Fabric Interconnect - B.
andhiman@cisco.com Firmware upgrade request submitted successfully,
Start Time ) )
@ Wait for a user ach dg on Fabric -B.

Apr 28, 2023 4:52 PM

= (@ Wait for MAC address sy ization on Fabric -B.

Step 8. Make sure the Firmware upgrade completed successfully.

+ Requests *
Upgrade Firmware

Details Execution Flow
Status @ Wait for firmware upgrade in Fabric Interconnect - A. 023 €
& Success P Fabric Inter:

(& Initiate firmware upgrade in Fabric Interconnect - A.
Name Firmware upgrade reguest submitted successfully.

Upgrade Firmware

) Wait for MAC address sy ization on Fabric - A
o MAC address synchranization is complate.

B44c5c53696f6e3101f8c155

© Evacuate data traffic on Fabric Interconnect = A,

Target Type
Fabric Interconnect & Wait for a user on Fabric - A
Target Name 2 Wait for image download to complete. Apr

AADS-XSeries FI-A Image ues-intersight-infra-4gfi.d.2.3d.bin suceessfully cached in Fabric Interconnect(s).

AADB-XSeries FI-B

@ Initiate image download to endpoint.
Image ucs-intersight-infra-4gfi.4.2.3¢.bin already available in a cache, skipping the download. Image will be syncco 10 the selected
Source Type endpoints.

Firmware Upgrade

& Check if the image has been cached. Apr 28, 202:
Source Mame Verified that image is available in the cache.

AADSB-XSeries FI-A, AADB-X...

= Wait for firmware upgrade in Fabric Interconnect - B,
Initiator Suceessfully upgraded Fabric Interconnect.

andhiman@cisco.com

) Initiate firmware upgrade in Fabric Interconnect - B, Apr 28,
Start Time Firmware upgrade request submitted successfully,

Apr 28, 2023 4:52 PM

Step 9. Verify the firmware upgraded on the Cisco UCS Fabric Interconnect and Cisco UCSX-9108 IFM

modules.
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Overview Fabric Interconnects
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O  Operate * All Fabrie intercona.,

Servers Bport  Bitemsfound 9 - perpage of1

Chassis

Health Connection Contract Status Bundle Version NX-OS Version Models
|
. @ Connected & © Not Caversd 6 s .
'@ : 0 Sy
QP ST

HyperFiex Clusters

Virtualization

Kubamates Name Health Contract Status Managament... Model EXpansion M... Bundla V... UCS Domain Profila N,
© critieal © Not Covared 10:108.0.14 LCS-FI-6332-16UP o 420WA s0(. -

Intagrated Systems

AAD8-FIB332R-8 © Heathy © Not Covared ucs 4.21MA 5.0(. -

©  Configure ~

AAD8-XSeries FI-A A Visraing © Not Coverad LUCS-F NiA  4.7(3a)
Profises

AAQ8-XSaeries FI-B A Visraing © Not Covered 1016409 LCS-FI-8454 N/A  47|3a) i
Templates C25-FIFI-A © Catcal © Not Covered 10,2949 LCS-FI-6454 Ni&  4.2(2a)
Policles C25-FIFI-8 © Catical © Mot Covered 10.2814912 UCS-FI-6454 NIA  4.2(2a) A

»

Pools

' |ntersight 2 Infrastructure Service

* Chassis
Cvarview 5
AAOB-XSeries-2 | o [het |
9/ Open -~
G General Inventory  Connections  UCS Chassis Profile
Servers .

Intelligent Fabric Modules

Fabric Interconnects

Fabrle Modules
X-Fabric Modules

HyperFlex Clust:
e Thermal

Virtualization

Pawer A, Add Filter 7 Export  Zilemsfound 12w per page
Kubsretes s Name vandar Madal Managemant P Operstate Firmwara Vars...
ervers
slligent F 500 Systems Ine JCSH-|-E 5 2.108.0. 2i32)
A e Intelligent Fa Cisco Systems Inc UCSH-|-5108-256 12,108,018 ok 4.213¢)
Intelligent Fabric .. Cisco Systems Ine UCEN-1-8108-255 10108.013 oK 4.213¢)
& configure ~
1 of1
Profiles

Tamnlabas

Rolling Upgrades (Node Firmware and Cohesity software)

Procedure 1. Upgrade Cisco UCS X210C Node Firmware with Cohesity Data Cloud Software Upgrade

This procedure expands on the procedure to upgrade the firmware of Cisco UCS X210C Cohesity certified
nodes with Cohesity Data Cloud Cluster software upgrade.

Note: Before starting the upgrade procedure, make sure the recommended Cisco UCS X210C firmware is
compatible with the Cohesity Data Cloud version.

Step 1. Login to https://Intersight.com, click Infrastructure Service, then click Servers. Select the Cisco UCS
X210c nodes that are part of the Cohesity Data Cloud cluster. Click the ... icon and select Upgrade Firmware.
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Infrastructure Service

&  Overview Servers

=] Operate ”~
Bport  23ftemsfound 14 perpage 1 of2 G[F
Chassis Power
Power HCL Status Models Contract Status

System
Fabric Interconnects

Donz © Incompite 19 ol
Brofie > \ P
HyparFlax Clusters () on 20 © Validated & ~’~‘/
'~ -

8 Oparating

Virtualization
Upgrade Firmw

Kubernetes Set License Tier

10.28.349.161

© Not Coverad 23

Model Server Profile Serial UCS Domain  + Name

C240-M5L C25-IMM-Coh-M2-RAID-1 2  WZP2227005W C25+Fl } C25-FI-4

Integrated Systems

0.20.049.17 240-M5L C25-IMM-Coh-ServerTemplate_DERIVE C2s O C25-FI-2
& Configure ~
! C240-M5L C25-IMM-Coh-ServerTemplate_DERIVE C25 C25-FI1
Profil 5
s 40-MSL C25-IMM-Coh-ServerTemplate_DERIVE.. @ C2s C25-F-3
Templates 210C-M& AAO08-XSeries-Manual_DERIVED-2 @ FCH243974YZ AAOB 0 AAOS-XSernes-2-2
Policies 10108.0.20 -210C-M6 AA08-XSerles-Manual_DERIVED-1 @  FCHZS0B71PS eries & AA0B-XSeries-2-1
Pook 10108.0.26 UCSX-210C-M6 ansible-coh-Intel-4G-Cahesity-Templa... @ FCH24397423 AADE-XSeres & AADB-XSeres-2-3
ocls
10108.0.22 UCSX-210C-M6 AAO8-XSeries-Manual DERIVED-4 Z FCH24397av2 AADB-XSerie J AAO8-XSeres-2-4

Step 2. Make sure all Cisco UCS X210C nodes are selected for upgrade. Click Next.

4 Servers
& Overview
.
Upgrade Flrmware]
-} Operate ~
Sarvars © cenera | General
Ensure selected servers meet requirements for firmware upgrade.
Cch 2 Version
Confirm Servers Selection 4 Selected
Fabric Interconnects o
3 Summary
HyperFlex Clustars i 1 ol
Add L
Virtuakzation e
B Hame Usar Labal Madal Firmwara Version ucs Demain
Kubernetes
= ¥l 500c) AADE-KSaries
Integrated Systems
2-3 UCSK-210C-ME 5.0(2b) ARDE-HSeries
©  configure = (] UCSK-Z10C-ME 80020 ARE-KSaries
Profiles UCSK-2100-ME 51(0.230054) AADEHSeries
Templates dAof4  ShowSelected  UnsslectAll 1 of
Palicies
Pools

Cancel | Back m

Step 3. Select the recommended Server Firmware version and click Next. At the time of publishing this guide,
the suggested firmware was 5.1(0.230054). If the firmware upgrade does not require drive firmware updates,
select Advanced Mode, and check the Exclude Drive option.
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& Servers

Upgrade Firmware

Summary

(@) senesal

Confirm configuration and initiata the upgrade.

(Z) version
© summary

Firmwane

S10.230054) @

Excluge Drives

Mo

Size Exclude Storage Controliers
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Hame User Label Model Firmware Versi... Rejuires Reboot 7 UCS Domain
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1 of1

= =)

Step 5. Retain the Reboot Immediately to Begin Upgrade option as unselected. When the firmware is mounted
and the reboot server message appears, start upgrading the Cohesity Cluster software which will ensure the
serial reboots of each node (rolling reboots) and avoid any disruption of operations on Cohesity Data protection
services.

Step 6. Click Upgrade.
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Upgrade Firmware

Firmware will be instalied on next boot. To reboot immediately, please
enable the cption below.

[ G Reboot Immediately to Begin Upgrade ]

The Firmware image is downloaded to the end point and staged to the respective node:

4 Requests
Upgrade Firmware
Details Execution Flow
Status Progress 56%
 In Progress.
 Wait for firmware staging to complete.
Upgrade is in progress.0% completed.
Name
Upgrade Firmware @ Initiate firmware upgrade. May 1, 2023 1:25 PM
Initiated upgrade from 5.1(0.230054) to 5.1(0.230054) successfully.
8]
B4502027696f6e310112c55b & Cancel the previous firmware upgracde task if it is in pending state, May 1, 2023 1:25 PM
Target Type @ Wait for BIOS POST completion. May 1, 2023 1:25 PM
Blade Server & Wait far the server to be powered on May 1, 2023 1:25 PM
Target Name @ Power On server. May 1, 2023 1:25 PM

AADB-XSeries-2-2

Source Type
Firmware Upgrade

Source Mame
AADB-XSeries-2-2

Initiator
andhiman@cisco.com

Start Time
May 1, 2023 1:25 PM

End Time

-

@ Find the image source to download.

(= Wait for the image to complete in the endpoi

@ Initiate the image download to the endpaint.
Image intersight-ucs-server-210c-m6.5.1.0.230054.bin already available in a cache, skipping the d

salacted endpoints.

@ Check if image has been cached.
Verified that image is available in the cache.

@ Validate the reguirements for the endpeint.

May 1, 2023 1:25 PM

May 1, 2023 1:25 PM

May 1, 2023 1:25 PM

Image will be synced to the

May 1, 2023 1:25 PM

May 1, 2023 1:25 PM

Step 7. When the Server Power cycle option is displayed, close the message, and do not click Proceed.
Before proceeding to the next step, make sure all nodes are at this stage.
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€ Requests b
Upgrade Firmware

Details Execution Flow

Status Progress 61%

@ Action Required
@ Wait for server reboot.
B  Ensure server meet requirements to continue upgrade. Please acknowladge to continue with server power

MName
cycla. Learn more at Help Cantar.

Upgrade Firmware

(8]
64502027696f6e310112c55b DO not CﬁCk on proceed
Target Type & Wait for firmware staging to complete.

Blade Server Staging completed successfully.

Step 8. Login to the Cohesity Data Cloud Cluster dashboard and click Settings. Click Upgrade.

COHESITY _ chexseriest @ @ H O &

BE Dashboards Upgrade Cluster : chx-xseries1

@ DatzProecion >
B Tnfrastructure > During the upgrade, the listed Modes will be updated with the Cohefity Software Version selected previousty.
> File Services > Current Version: 6.6.06_uf_release.20221204_¢0362910
f  security Tools ¥
Awvailable Upgrade Packages
B, Test & De
These packiges were automatically Tound and available for upgrading, You can also get a different package and upgrade o it by clicking "Get New Package”
& Marketplace >
. Wersion Package Mame Release Date Status
[ system ¥
[ Reporting
i@i There are currently no Packages on the Cluster. Use the Upload Software Package form to add a Package.
Settings B :
Summary

Access Management
Metwarking

SHMP

License

Step 9. Click Get New Package and upload the recommended Cohesity Data Cloud upgrade package. Click
Upload and Upgrade.

Upgrade Options

O Provide download UR ® Upload a package file

7.0_u1_release 20230222 _89951044 tar gz ] Select File

Cluster upgrade, all Nodes are updated and the Cluster continues to be available.

Step 10. This step of the upgrade process will take some time, about 20-30 minutes per node when the Cisco
UCS X210c nodes are rebooted and upgraded serially. It will take an additional 2-hours for the four node
Cohesity Cluster rolling upgrade of the server firmware.
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Upgrade Options

Provide download URL Upload a package file

cohesity-7.0_u1_release-20230222_8995f044 tar.qz

Upload in Progress

During a rolling Cluster upgrade, all Nodes are updated and the Cluster continues to be available.

Cancel

Rebooting the node initiated through the Cohesity Data Cloud upgrade and the Cisco UCS X210c firmware
update after its reboot is shown below:
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cunseriest (L, @ H 4O

B Dashboards Cluster
Q Daap 3 ' SEXE
arget Version 7.0_ul_release-202307222_8395044 20m 455 remanng
e »
F >
= Current Version 6.6.00_u6_release-20221204_c03529f0
? Upgrade not started

Marketplace N Current Version 6.6.0d_u6_release-20221204_c03520f)

Upgrade not started.

Current Version 6,6.00_ué_release-20221204_c0352910

gE SO,

Upgrade not started

ent ‘Current Version 6.6.00_ub_release-20221204_c03529f0

08

rerName=AA08-

"deeh' Intersight AA08-XSeries-2-4 (AA08-XSeries-Manual_DERIVED-4) | KVM Console

Resoluing modules dependancy
Console Installing modules. ..
Ill"l,v l‘j
File > Checking sdeussrl
Booted from sdevus/sril
View > Mounted the boot device
Container file type: squashfs
Macros X Copying container... This may take a few minute
34,373,632 45~ 1.68MB 0:00

Tools

Power

Boot Device
Virtual Media

Chat

Step 11. You can also monitor the firmware upgrade status of the node with Cisco Intersight in Progress
Request.

= ¥ Intersight 22 Infrastructure Service

+ Requests
Upgrade Firmware

Details Execution Flow

Status Bragress B1%

InBragrass

Name
Upgrads Firmwara ©) Wait fer server reboot.
o @ to complete

lly.
B4502026606/6e310112¢51a
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The details of the firmware and software upgrade completing the first Cisco UCS X210C node and the
beginning of the upgrade procedure for the second Cisco UCS X210C node initiated through the Cohesity Data
Cloud is shown below:

COHESITY chxseriest @ H Q)

88 Dashboards Upgrade Cluster : chx-xseries1
@ DaraProtectior >

> During the upgrade, the listed Nodes will be updated with the Cohesity Software Version selected previously,

‘—' Security Tools > Target Version 7.0_u1_release-20230222_8995f044 45m 9% remaining
& Test& Dev Rode 1008133
B Markerplace N Current Version 6.6.00_u6_release-20221204_c0362910
Upgrade in progress.
[ system > m—
52% completed
[ Reporting
Show Subtasks
8 settings v
Node 10.108.1.24
Summary Current Version 6.6.0d_ub_release-20221204_c03629f0

Access Management Show Subtasks
Networking Node 10.108.1.32

SNMP Current Version 6.6.0d_ut_release-20221204_c03629f0
Show Subtasks
Upgrade

Node 10.108.1 35
License
Upgraded 10 7.0_u1_release.20230222_83951044
Upgrade in progress.

100% completed

Show Subtasks

Hide Tasks

Step 12. When the upgrade completes, confirm the upgraded versions for the Cohesity Data Cloud and Cisco
UCS X210C node firmware.
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COHESITY | cusseriest 4, @ H QO

Upgrade Cluster : chx-xseries]

08 Dashboards

© DataProtection 3 Maintenance  Upgrade
B Infrastructure » During the upgrade, the listed Nodes will be updated with the Cohesity Software Version selected previously.

By Smartries 3 [ Current Version: 7.0_u1_release. 20230222 B935f044 ]

&, Testaper Available Upgrade Packages m
B Marketplace o These packages were automatically found and avallable for upgrading. You can alse get  different package and upgrade to it by clicking "Get New Package'

I system 3 Version Package Name Releaze Date Status

B Reporting w0 7.0_u1_redease-20230222_8955044 — Currant Varsion

8 setings >

“tuea’ Intersight %2 Infrastructure Service Q search
. Servers
Overview
&  operate o~ # All Servers @
. Add Filtar : Export  Z3items found 14 per page 1 otz Z[EH
Cieese Health Power HCL Status Models Contract Status Profile Status

Fabric Interconnects ) . Grofns @ Incamplite 18 0 Mot Covared 23
C-‘- : . @ on 20 @ Validated 4
HyperFlax Clusters 5

Virtualization

Management IP Madel Server Profile * Firmware Ver... Serial UCS Domain Ne
Kubernetes
0.000 UCS5-53260-MS5RE 4130} FCH21307K3V
Integrated Systems . P .
0.0.0.0 UCS-53260-M35RE A43{30) FCH22437600 LS
“ Configure ~ 0.0.00 41(3n) FCH224770KC
Profiles 17225178202 4.0(2c) WEP22440AX5
- 172.25178.201 HXAFZ20C-M55K WZP2Z440AZC
Templates
10J08.0.20 UCSX-210C-M6 AADS-XSeries-Manual_DERIVED-1 @  51(0.230054) FCH2S0871PS
Palicies
1008027 UCSH-210C-MB AADS-XSeries-Manual_DERIVED-2 e 5.100.230054) FCH243874YZ ¢
Pogls X
UCSX-210C-MB6 AADB-XSeries-Manual_DERIVED-4 @  51(0.230054) FOCH243874V3
10708.0.26 LC5X-210C-ME6 ansible-coh-intal-48-Cohesity-Templa..| & 5100.230054) FCH24397423

Upgrade Node Firmware (independent of the Cohesity Cluster)

Procedure 1. Upgrade Cisco UCS X210C Node Firmware independent of Cohesity Data Cloud Upgrades

Note: This procedure expands on the procedure to upgrade the firmware of only Cisco UCS X210c
Cohesity certified nodes. The Cohesity Data Cloud software upgrade is not part of this procedure.

Note: Before starting the upgrade procedure, make sure the recommended Cisco UCS X210c firmware is
compatible with the Cohesity Data Cloud version.

Note: Since the Cisco UCS X210c node firmware upgrade requires a reboot. please initiate support of
Cohesity to shut down the Cohesity Data Cloud cluster during the maintenance window.

This procedure is utilized in three key circumstances.
¢ Only the Cisco UCS X210C node firmware requires an upgrade.

e You are comfortable with having a maintenance window for the Cohesity Data Cloud cluster downtime.

« Since the Rolling upgrade adds up to 20-30 minutes per node, it could be time consuming for Cohesity
Data Cloud cluster with several nodes. In this case, you can initiate a node reboot from Cisco Intersight
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and upgrade the Cisco UCS X210C node firmware in parallel to all nodes. This requires downtime for
Cohesity Data Cloud and can only be initiated in a maintenance window.

Step 1. Login to https://intersight.com, click Infrastructure Service, then click Servers. Select the Cisco UCS
X210C nodes that are part of the Cohesity Data Cloud cluster. Click the ... icon and select Upgrade Firmware.

o

deil Intersight h2 Infrastructure Service v

& overview Servers
O, Operate A % All Servers @
Add Filte (2 Bxport 23 items found 14~ per page 1 of2 Z[H
Chassis
Power HCL Status Models Contract Status Profile Status

System
Fabric Interconnects

Don3 © Incompiate 19 . © Not Covered 23
Profile > ( \ % 4
HyparFlax Clusters ) on20 © Validated & 1»‘/ .
nstall Operating System g A
Virtualization
Upgrade Firmware
Model Server Profile Serial UCS Domain . Name

Kubernetes Set License Tier

10.287148761 UCSC-C240-MSL €25-IMM-Coh-M2-RAID-1 25-F1 ) C25-FI-4
Integrated Systems
UCSC-C240-MSL C25-IMM-Coh-ServerTemplate_DERIVE O C25-FI-2
©  Configure ~
UCSC-C240-M5L €25-IMM-Coh-ServerTemplate_DERIVE © C25-FI-1
Pratlies 10 uc 40-M5L C25-IMM-Coh-ServerTemplate_DERIVE.. @ & C25-F-3

Templates 10.108.0.21 UCSX- 6 AADB-XSeries-Manual_DERIVED-2 @ FCH24 O AAOS-XSeries-2-2
Policies 10108.0.20 UCSX-210C-M6 AAD8-XSeries-Manual_DERIVED-1 @  FCH250671P5 5 AAOB-XSeries-2-1
i 10108.0.26 UCSX-210C-M6 ansible-coh-Intel-4G-Cahesity-Templa.. @  FCH24397423 & AAOB-XSeries-2-3
ools

10108.0.22 UCSX-210C-M6 AA08-XSeries-Manual_DERIVED-4 @  FCH243974V2 & AAOS-XSeries-2-4

Step 2. Make sure all Cisco UCS X210C nodes are selected for upgrade. Click Next.

o5 Infrastructure Serv

& Servers

Upgrade Firmware]

@ Overview

-} Operate h
Sarvars © cenera | General
Ensure selected servers meet reguirements for firmware upgrade.
Chassis 2 Version

Contirm Servers Selection 4 Selected
Fabric Interconnects

3 Summary
HyperFlex Clusters 4items faund 10~ per page 1 ol
Add

Virtuakzation A

B Hame Usar Labal Modsl Firmwara Version ucs Domain
Kubernetes

n AaQE-xSarias-2-4 UCSK-Z100-ME 500c) AADE-KSaries
Integrated Systems

UCSX-Z100-ME 5002} ARDE-HSeries

©  configure o (] UCSK-Z10C-ME 5.0(20) AADE-XS5eries

Profiles 533 UCSX-T100-ME 51(0.230054) AADB-HSeries
Templates Selectes 4 of 4 Show Selected Ungadect All 1 of1
Palicies
Pools

Cancel | Back m

Step 3. Select the recommended Server Firmware version and click Next. At the time of publishing this guide,
the suggested firmware was 5.1(0.230054). If the firmware upgrade does not require drive firmware updates,
select Advanced Mode, and check the ‘Ede Drive option.

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved. Page 136 of 155


https://intersight.com/

<

uil Intersight 22 Infrastructure Service

4 Servers

Overview
:
Upgrade Firmware
o Oparate ~
iy @ ocenaral Version
Select 8 fimware version 10 Upgrade the servers to
Chassis © version
Select Frmware Bundie Acvanced Mode ()

Fabric Interconnects

3/ Summary

@ e selected firmwars bundse will be downtoadad from intersight.com. All the senver companents will be
uparaded along with drives and storage controfiers. Use Advanced Mode 1o exclude unarade of drives and
storage contrallers,

HyperFlex Clusters

Virtualization

Kubemetes

A, Add Filter 14 iterms found 0 v parpage 1 of2 B3
Intagrated Systoms Version size Release Date Description
& Contigirn = SB1.91 ME Cisco intarsight Server Bundie
58573 M8 Cisco Intersight Server Bundle
Profiles
5.0(4b) 58032MB  Mar 21, 2023 sight Secver Bundle
Templates
5.0(42) 580.27MiB  Jan11,2023523..  Cisco Intersight Server Bundle
Pofici 2 N . -
e €9353Mi8  Nov 29, 2 . Cis rsight Server Bundie
Pools

[eeee | (23
Step 4. Click Upgrade.

Intersight 2 Infrastructure Se ~ ] s z ) G0 (e

 Servers
Qverview
.
Upgrade Firmware
O Operate ~
Sarvars © oeneral Summary
Confirm configuration and initiate the upgrade.
Chassts (Z) version
) Eirmuare
Fabric Interconnects e Summary
varsion Excluga Orives
HyperFlax Clusters S00.230054) = Neo
Virtualization Slze Exclude Storage Controlers
5B5.73 MiB Na

Kubermetes

Integrated Systems
Sarvers to be Ungradod

& configure ~
Agd Filter = Expart 4 it found 9w perpage 1 of1
Profiles
Hame User Label Model Firmware Versi... Requires Reboot & UCS Domain

Templates = |

'z AADE-NSerles-2-4 UCSK-210C-ME 5001c) @ ves ARDEHSerles
Falicies UCEN-ZI0C-ME E.042b) G0 ves ANDE-KSeries
Paals UCEH-2100-ME 5.02b) @ ves ARDE

UCSH-2100C-85 S100.2300564] W Vs AANE-REariaG

1 of1

< Cancel | Back

Step 5. Select the Reboot Immediately to Begin Upgrade option. This initiates the firmware upgrade across all
Cisco UCS X210c Cohesity certified nodes.

Step 6. When the firmware is mounted and the reboot server message appears, start upgrading the Cohesity
Cluster software which ensures the serial reboots of each node (rolling reboots). This avoids any disruption of
operations with the Cohesity data protection services.

Step 7. Click Upgrade.
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Upgrade Firmware

Firmware will be installed on next beot. To reboot immediately, please
enable the cption below.

[ G Reboot Immediately to Begin Upgrade ]

The Firmware image is downloaded to the end point and staged to the respective node:

4 Requests
Upgrade Firmware
Details Execution Flow
Status Progress 56%
 In Progress.
 Wait for firmware staging to complete.
Upgrade is in progress.0% completed.
Name
Upgrade Firmware & Initiate firmware upgrade, May 1, 2023 1:25 PM
Initiated upgrade from 5.1(0.230054) to 5.1(0.230054) successfully.
8]
B4502027696f6e310112c55b & Cancel the previous firmware upgracde task if it is in pending state, May 1, 2023 1:25 PM
Target Type @ Wait for BIOS POST completion. May 1, 2023 1:25 PM
Blade Server & Wait far the server to be powered on May 1, 2023 1:25 PM
Target Name @ Power On server. May 1, 2023 1:25 PM

AADB-XSeries-2-2

@ Find the image source to download.

May 1, 2023 1:25 PM

May 1, 2023 1:25 PM

May 1, 2023 1:25 PM

Source Type
Fil Upgrade
frmware Upar (= Wait for the image to complete in the endp
Source Mame
- - v @ Initiate the image download to the endpaint.

AROB-HSeries-2-2 Image intersight-ucs-server-210c-me.5.1.0.230054.bin already availabl
selected endpoints.

Initiator

andhiman@cisco.com @ Check if image has been cached.
Verified that image is available in the cache.

Start Time

May 1, 2023 1:25 PM @ Walidate the requirements for the endpeint.

End Time o

Step 8. When the Server Power cycle option is displayed, close the messag
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the d | Image will be synced to the

May 1, 2023 1:25 PM

May 1, 2023 1:25 PM

e, and click Proceed.
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« Requests %
Upgrade Firmware
Details Execution Flow
Status Progress 61% )
@ Action Required
@ Wait for server rebaot.
Name B  Ensure server meet requirements to continue upgrade. Please acknowledge to continug with server power
Upgrade Firmware cycle. Learn more at Help Center.
. [ Proceed | To upgrade, Click on proceed for all servers
6450202769616e310112¢55b
Target Type © Wait for firmware staging to complete. May 1, 2023 1:26 PM
Blade Server Staging completed successfully.
Target Name @ Initiate firmware upgrade. y 1, 2023 1:25 PM
AADB-XSeries-2-2 Initiated upgrade from 5.1(0.230054) to 51(0.230054) successfully,

Step 9. Confirm the firmware upgrade across all Cisco UCS X210c nodes is complete.

Step 10. When the firmware across all Cisco UCS X210c nodes are upgraded, restart the Cohesity Data Cloud
Cluster.
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Cohesity Certified Cisco UCS Nodes

This solution utilizes 4x Cisco UCS X210c All NVMe nodes configured on the Cisco UCS X-Series Modular
System. Along with this configuration, Cisco and Cohesity have certified solutions with different capacity points
available on Cisco UCS C-Series Rack Servers and Cisco UCS S3260 Storage Servers. This allows you to select

your configuration based on key characteristics such as:

« Total Capacity

« Workload configurations such as Data Protection and File Services

o Performance requirements based on Cisco X-Series Modular System with All NVMe Cisco UCS X210c
nodes, Cisco UCS C220 M6 All Flash or Cisco UCS C240 M6 LFF HDD (12 and 16 drives) configurations.

« Single node deployments for Remote offices and Branch offices (ROBO)
e Cohesity SmartFiles solution with Cisco UCS S3260 dual node configuration
Table 20 lists the Cohesity-certified nodes on Cisco UCS Platform.

Table 20. Cohesity Certified Cisco UCS Nodes

Solution Name

Cisco UCS Platform

Capacity per Node

Caching SSDs/NVMe per
Node

Cohesity X-Series Al NVMe
nodes

Cohesity-C240 M6 LFF-
Nodes

Cohesity-C220 M5-ROBO-
8TB-and-16TB-Nodes

Cohesity-C220-All-NVMe-
Nodes

Cohesity-S3260-210TB-
294TB-420TB-588TB-
704TB-768TB-Node

Cisco UCS X9508 platform

Cisco UCS C240 M6 LFF Rack

Server with 12 and 16 drive
options

Cisco UCS C220 M5 LFF Rack

Server

Cisco UCS C220 M6 All NVMe

Rack Server

Cisco UCS S3260 M5 Storage

Server
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91.8TB

48 TB

64 TB

96 TB

128 TB

144 TB

192 TB

216 TB

288 TB

8 TB

16 TB

76 TB

210TB

294 TB

420 TB

588 TB

704 TB

3.2TB

3.27TB

6.4TB

6.4TB

6.4TB

6.4TB

12.8 TB

12.8 TB

1920 GB

1920 GB

12.8TB

12.8TB

12.8TB

12.8TB

12.8TB
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Cisco UCS S3260 M5 dual 768 TB 25.6 TB
node Storage Server
(SmartFiles) 384 TB ** 12.8 TB

Note: **384 TB half populated Cisco UCS S3260 chassis can only be purchased in conjunction with a
dual node 768TB configuration.
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Appendix

This appendix is organized into the following sections:

« Appendix A - Bill of Materials

« Appendix B - References Used in Guide
o Appendix C - Known Issues and Workarounds
o Appendix D - Recommended for You

Appendix E - Glossary
Appendix F - Acronyms

Appendix A - Bill of Materials

Table 21 provides an example the Bill of Materials used for four (4) node Cohesity DataPlatform cluster
deployed on a single Cisco UCS X-Series chassis, along with a pair of Cisco Fabric Interconnects, used in the

testing and reference design described in this document.

Table 21. Cohesity FileServices (4 nodes) on Cisco UCS Bill of Materials

Cisco X-Series estimate (4 All NVMe nodes) for Cohesity DataPlatform

1.0 UCSX-M6-MLB UCSX M6 Modular Server and Chassis MLB 1

1.1 DC-MGT-SAAS Cisco Intersight SaaS 1

1.1.1 DC-MGT-SAAS-EST-C Cisco Intersight SaaS - Essentials 4

1.1.2 SVS-DCM-SUPT-BAS Basic Support for DCM 4

1.1.3 DC-MGT-IMCS-1S IMC Supervisor - Advanced - 1 Server License 4

1.1.4 DC-MGT-UCSC-1S UCS Central Per Server - 1 Server License 4

1.2 UCSX-9508-U UCS 9508 Chassis Configured 1

1.2.0.1 CON-OSP-UCSX95U8 SNTC-24X7X40S UCS 9508 Chassis 1
Configured

1.2.1 UCSX-CHASSIS-SW Platform SW (Recommended) latest release for 1
X9500 Chassis

1.2.2 UCSX-9508-FSBK UCS 9508 Chassis Front Node Slot Blank 4

1.2.3 UCSX-9508-CAK UCS 9508 Chassis Accessory Kit 1

1.2.4 UCSX-9508-RBLK UCS 9508 Chassis Active Cooling Module (FEM 2
slot)

1.2.5 UCSX-9508-ACPEM UCS 9508 Chassis Rear AC Power Expansion 2
Module

1.2.6 UCSX-9508-KEY-AC UCS 9508 AC PSU Keying Bracket 1

1.2.7 UCSX-210C-M6 UCS 210c M6 Compute Node w/o CPU, 4
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Cisco X-Series estimate (4 All NVMe nodes) for Cohesity DataPlatform

1.2.7.0.1

1.2.8

1.2.9

1.2.15

1.2.20

1.2.21

1.2.22

1.2.23

1.2.24

1.3.0.1

1.3.1

1.3.2
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CON-0OSP-UCSX210C

UCSX-X10C-PT4F

UCSX-V4-Q25GML

UCSX-M2-240GB
UCSX-M2-HWRAID

UCSX-TPM-002C

UCSX-C-SW-LATEST

UCSX-C-M6-HS-F

UCSX-C-M6-HS-R

UCS-DIMM-BLK

UCSX-CPU-16326

UCSX-MR-X32G2RW

UCSX-NVMEM6W 15300

UCS-SID-INFR-DTP
UCS-SID-WKL-DP
UCSX-1-9108-25G
UCSX-PSU-2800AC

CAB-C19-CBN

UCSX-FI-6454-U

CON-OSP-UCSXUFI6

N10-MGTO018

UCS-PSU-6332-AC

SNTC-24X7X40S UCS 210c M6 Compute
Node w/o CPU, Memory

UCS X10c Compute Pass Through Controller
(Front)

UCS VIC 14425 4x25G mLOM for X Compute
Node

Micron 5300 240G SATA M.2
Cisco Boot optimized M.2 Raid controller

TPM 2.0, TCG, FIPS140-2, CC EAL4+ Certified,
for M6 servers

Platform SW (Recommended) latest release X-
Series Compute Node

UCS 210c M6 Compute Node Front CPU Heat
Sink

UCS 210c M6 Compute Node Rear CPU Heat
Sink

UCS DIMM Blanks

Intel 6326 2.9GHz/185W 16C/24MB DDR4
3200MHz

32GB RDIMM DRx4 3200 (8Gb)

15.3TB 2.5in U.2 WD SN840 NVMe Extreme
Perf. Value Endurance

Data Protection Platform

Data Protection (Commvault, Veeam only)

UCS 9108-25G IFM for 9508 Chassis

UCS 9508 Chassis 2800V AC Dual Voltage PSU

Cabinet Jumper Power Cord, 250 VAC 16A,
C20-C19 Connectors

UCS Fabric Interconnect 6454

SNTC-24X7X40S UCS Fabric Interconnect
6454

UCS Manager v4.2 and Intersight Managed
Mode v4.2

UCS 6332/ 6454 Power Supply/100-240VAC

80

48

24
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Cisco X-Series estimate (4 All NVMe nodes) for Cohesity DataPlatform

1.3.3 CAB-C13-C14-3M-IN Power Cord Jumper, C13-C14 Connectors, 3 4
Meter Length, India

1.3.4 UCS-ACC-6332 UCS 6332/ 6454 Chassis Accessory Kit 2

1.3.5 UCS-FAN-6332 UCS 6332/ 6454 Fan Module 8

Appendix B - References Used in Guide

Cisco Intersight:
https://www.cisco.com/c/en/us/products/servers-unified-computing/intersight/index.html

Cisco Unified Computing System:
http://www.cisco.com/en/US/products/ps10265/index.html

Cisco UCS Manager:
http://www.cisco.com/en/US/products/ps10281/index.html

Red Hat Ansible:

https://www.ansible.com/resources/get-started

Cisco UCS X-Series

Product Installation Guide: https://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-x-series-
modular-system/products-installation-guides-list.html

Cohesity on Cisco

https://www.cisco.com/c/en/us/solutions/global-partners/cohesity.html

https://www.cohesity.com/solutions/technology-partners/cisco
Appendix C - Known Issues and Workarounds

Firmware upgrades

Note: This section expands on the procedure to upgrade the firmware of only Cisco X210C Cohesity

certified nodes. Cohesity Data Cloud software upgrade is not part of this procedure.

On reboot of server node during Firmware upgrades, you may see following error on KVM Console. Please

reboot the server node either form Intersight or KVM console. The node should recover from this error.
Failed to remount ‘/var’ read-only: Device or resource busy

Failed to wait for process: Protocol Error

The error, marked in red, is shown below:
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Intersight AADB-XSefies2-2 (AADS-XSeries Manual_DERIVED-2) | KVM Consok UCSX-210C-Mb6 FCH243974YZ

Started Monitoring of LUMZ mirror W dmeventd or progre polling
Console 2 Reach arget Local File System
arting : System Check on /dev. 2-a 18c8-92° bScef 35
Flle > Starting File System Check on sde a98e-1198 ¢ Ja32e6Hd9
tarting File System Check on sdevs...4-742 153b-9ae5-18ac158c472f
View X Starting File System Check on sdev 147e-9843-18bE
Starting File System Check on ~de e 2 »-81d6-16
Masios File System Check on sdev/...b-Sc B-aa75
jstemd 88" ty-audit
stemd : ty-usershon , 2272 44 f ’ 96 block
jstemd -f [ 5 ty-homedata: clean, 28 B ’ 137 2 block
temd k[ 28 j-sparc-var: clean, ? k
"1 1¢ on sdevsd 1ch-8239
’9681 systemd-fs 2887?1: cty-logs: clean, 1 242660 S, 28954880 blo
AB3Z1 sy el — 7 cty-boot: clean, (! 08 ’ 76 block
wnting shome_cohesity_data
Virtual Media tarted File System Check on sdey be -
Started File System Check on sdev 14d-a98e -4
Started F
tarted File System Check on sde

ile System k on sdev 5947421

Started File System Check on
wunted Zhome_cohesity
punting /boot

wnting scohesity_users_home
unting svar

unting /cohesity_log
sunted /cohesity_us

unted svar

wunted /boot

e = = = = = = = = = 3= 4

wunted /cohe
wunting /b
unting ~var/lograudit
Starting Flush Journal to Persistent Storage
Starting Load ve Random Seed
unte boot
wnted /var ysaudit
Started Load/Save Random Seed
ched target Local le tem
Starting Relabel all filesystems, if
arting Tell Plymouth To Write Out
Preprucess—NPSconf iguration
1 t network configuration from
ell Plymouth To Write Out R
temd -shutdown (37751 Failec ! ~* pead-only: Device ource busy
temd-shutdowm(1]1: Failed to s: Protocol error
temd -shutdor ?851: Failed smount ' svar’ read-only: I ¢ esource busy
systemd -shutdown(1 tc for process: Protocol error

IPMI Warning on Cohesity System Health Status

When the Cohesity cluster is configured, you may see “IPMI config Absent” alerts on Cohesity Health Tab. Cisco
X-Series with Cohesity does not require any IPMI configuration on the cluster. Please ignore this warning or
contact Cohesity support for more details.

The warning is detailed below:

Details for IpmiConfigAbsent

Lov ensiizs o)
End
Alert Code Severity Type Category Status
CE03701074 f an Configurat
Description
IPMI config ’ A
r hl

Resolution

® Creat

2 new resolution O Assoclate with existing resolution
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Appendix D - Recommended for You

Cisco Intersight

Cisco Intersight Help Center: https://intersight.com/help/saas/home

Cisco UCS X-Series

Product Installation Guide: https://www.cisco.com/c/en/us/su
modular-system/products-installation-guides-list.html

Cohesity on Cisco

https://www.cisco.com/c/en/us/solutions/global-partners/cohesity.html

https://www.cohesity.com/solutions/technology-partners/cisco

Cohesity Cloud Edition Setup Guide for AWS
Install Guide: https://docs.cohesity.com/Setup/PDFs/SetupGuideCloudEditionAWS. pdf.

Cohesity on Cisco X-Series
Install Guide: https://docs.cohesity.com/hardware/PDFs/SetupGuideCiscoXseries.pdf

Ansible Automation

Ansible automation for Cohesity server profile for Cisco UCS X-Series:
https://developer.cisco.com/codeexchange/qgithub/repo/ucs-compute-

solutions/intersight cohesity xseries ansible/
Appendix E - Glossary

This glossary addresses some terms used in this document, for the purposes of aiding understanding. This is
not a complete list of all multicloud terminology. Some Cisco product links are supplied here also, where
considered useful for the purposes of clarity, but this is by no means intended to be a complete list of all
applicable Cisco products.

aaS/XaaS Some IT capability, X, provided as a service (XaaS). Some benefits are:

(T capability provided as a e The provider manages the design, implementation, deployment, upgrades, resiliency, scalability, and

. overall delivery of the service and the infrastructure that supports it.
Service)

e There are very low barriers to entry, so that services can be quickly adopted and dropped in
response to business demand, without the penalty of inefficiently utilized CapEx.

e The service charge is an IT OpEx cost (pay-as-you-go), whereas the CapEx and the service
infrastructure is the responsibility of the provider.

e Costs are commensurate to usage and hence more easily controlled with respect to business
demand and outcomes.

Such services are typically implemented as “microservices,” which are accessed via REST
APIs. This architectural style supports composition of service components into systems.
Access to and management of aaS assets is via a web GUI and/or APIs, such that
Infrastructure-as-code (laC) techniques can be used for automation, for example, Ansible
and Terraform.

The provider can be any entity capable of implementing an aaS “cloud-native” architecture.
The cloud-native architecture concept is well-documented and supported by open-source
software and a rich ecosystem of services such as training and consultancy. The provider
can be an internal IT department or any of many third-party companies using and supporting
the same open-source platforms.
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Ansible

PaaS

(Platform-as-a-Service)

Private on-premises data
center

REST API

SaaS

(Software-as-a-Service)

Service access control, integrated with corporate IAM, can be mapped to specific users and
business activities, enabling consistent policy controls across services, wherever they are
delivered from.

An infrastructure automation tool, used to implement processes for instantiating and
configuring IT service components, such as VMs on an laaS platform. Supports the
consistent execution of processes defined in YAML “playbooks” at scale, across multiple
targets. Because the Ansible artefacts (playbooks) are text-based, they can be stored in a
Source Code Management (SCM) system, such as GitHub. This allows for software
development like processes to be applied to infrastructure automation, such as,
Infrastructure-as-code (see laC below).

https://www.ansible.com

PaaS is a layer of value-add services, typically for application development, deployment,
monitoring, and general lifecycle management. The use of 1aC with laaS and PaaS is very
closely associated with DevOps practices.

A data center infrastructure housed within an environment owned by a given enterprise is
distinguished from other forms of data center, with the implication that the private data
center is more secure, given that access is restricted to those authorized by the enterprise.
Thus, circumstances can arise where very sensitive IT assets are only deployed in a private
data center, in contrast to using public laaS. For many intents and purposes, the underlying
technology can be identical, allowing for hybrid deployments where some IT assets are
privately deployed but also accessible to other assets in public laaS. IAM, VPNs, firewalls,
and similar are key technologies needed to underpin the security of such an arrangement.

Representational State Transfer (REST) APIs is a generic term for APIs accessed over
HTTP(S), typically transporting data encoded in JSON or XML. REST APIs have the
advantage that they support distributed systems, communicating over HTTP, which is a well-
understood protocol from a security management perspective. REST APIs are another
element of a cloud-native applications architecture, alongside microservices.

https://en.wikipedia.org/wiki/Representational state transfer

End-user applications provided “aaS” over the public Internet, with the underlying software
systems and infrastructure owned and managed by the provider.

Appendix F - Acronyms

AAA—-Authentication, Authorization, and Accounting

ACP—Access-Control Policy

ACI-Cisco Application Centric Infrastructure

ACK—-Acknowledge or Acknowledgement

ACL—Access-Control List

AD—Microsoft Active Directory

AFl-Address Family Identifier

AMP—-Cisco Advanced Malware Protection

AP—Access Point

API-Application Programming Interface
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APIC— Cisco Application Policy Infrastructure Controller (ACI)
ASA—Cisco Adaptative Security Appliance
ASM-Any-Source Multicast (PIM)

ASR—-Aggregation Services Router

Auto-RP—-Cisco Automatic Rendezvous Point protocol (multicast)
AVC—Application Visibility and Control
BFD—Bidirectional Forwarding Detection

BGP—Border Gateway Protocol

BMS—Building Management System

BSR—Bootstrap Router (multicast)

BYOD—-Bring Your Own Device

CAPWAP—Control and Provisioning of Wireless Access Points Protocol
CDP—Cisco Discovery Protocol

CEF—Cisco Express Forwarding

CMD—Cisco Meta Data

CPU—Central Processing Unit

CSR—Cloud Services Routers

CTA—Cognitive Threat Analytics

CUWN-Cisco Unified Wireless Network

CVD—Cisco Validated Design

CYOD—-Choose Your Own Device

DC—Data Center

DHCP—-Dynamic Host Configuration Protocol
DM-Dense-Mode (multicast)

DMVPN-Dynamic Multipoint Virtual Private Network
DMZ—-Demilitarized Zone (firewall/networking construct)
DNA-—Cisco Digital Network Architecture

DNS—Domain Name System

DORA-Discover, Offer, Request, ACK (DHCP Process)
DWDM-Dense Wavelength Division Multiplexing
ECMP—Equal Cost Multi Path

EID—Endpoint Identifier
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EIGRP—Enhanced Interior Gateway Routing Protocol
EMI-Electromagnetic Interference

ETR—Egress Tunnel Router (LISP)

EVPN-Ethernet Virtual Private Network (BGP EVPN with VXLAN data plane)

FHR—First-Hop Router (multicast)
FHRP—-First-Hop Redundancy Protocol
FMC—Cisco Firepower Management Center
FTD—Cisco Firepower Threat Defense
GBAC—Group-Based Access Control
GbE—Gigabit Ethernet

Gbit/s—Gigabits Per Second (interface/port speed reference)
GRE—Generic Routing Encapsulation
GRT—-Global Routing Table
HA-High-Auvailability

HQ-Headquarters

HSRP—-Cisco Hot-Standby Routing Protocol

HTDB—-Host-tracking Database (SD-Access control plane node construct)

IBNS—Identity-Based Networking Services (IBNS 2.0 is the current version)

ICMP- Internet Control Message Protocol

IDF—Intermediate Distribution Frame; essentially a wiring closet.

IEEE—Institute of Electrical and Electronics Engineers
IETF—Internet Engineering Task Force
IFM—Intelligent Fabric Module
IGP—Interior Gateway Protocol
lID—Instance-ID (LISP)

IOE—Internet of Everything
loT—Internet of Things

IP—Internet Protocol

IPAM-IP Address Management
IPS—Intrusion Prevention System
IPSec—Internet Protocol Security

ISE—Cisco Identity Services Engine
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ISR—Integrated Services Router

IS-IS—Intermediate System to Intermediate System routing protocol
ITR—Ingress Tunnel Router (LISP)

LACP-Link Aggregation Control Protocol

LAG—-Link Aggregation Group

LAN—-Local Area Network

L2 VNI-Layer 2 Virtual Network Identifier; as used in SD-Access Fabric, a VLAN.

L3 VNI- Layer 3 Virtual Network Identifier; as used in SD-Access Fabric, a VRF.
LHR—Last-Hop Router (multicast)

LISP—Location Identifier Separation Protocol

MAC-Media Access Control Address (OSI Layer 2 Address)

MAN-Metro Area Network

MEC—Multichassis EtherChannel, sometimes referenced as MCEC

MDF—Main Distribution Frame; essentially the central wiring point of the network.

MnT—Monitoring and Troubleshooting Node (Cisco ISE persona)
MOH-Music on Hold

MPLS—Multiprotocol Label Switching

MR—Map-resolver (LISP)

MS—Map-server (LISP)

MSDP—Multicast Source Discovery Protocol (multicast)
MTU—-Maximum Transmission Unit

NAC—Network Access Control

NAD-Network Access Device

NAT—Network Address Translation

NBAR-Cisco Network-Based Application Recognition (NBAR2 is the current version).

NFV—Network Functions Virtualization
NSF—Non-Stop Forwarding

0OSI-Open Systems Interconnection model
OSPF-Open Shortest Path First routing protocol
OT—Operational Technology

PAgP—Port Aggregation Protocol

PAN—Primary Administration Node (Cisco ISE persona)

© 2023 Cisco Systems, Inc. and/or its affiliates. All rights reserved.

Page 151 of 155



PCI DSS—Payment Card Industry Data Security Standard
PD—-Powered Devices (PoE)

PETR-Proxy-Egress Tunnel Router (LISP)
PIM—Protocol-Independent Multicast

PITR—Proxy-Ingress Tunnel Router (LISP)
PnP-Plug-n-Play

PoE—Power over Ethernet (Generic term, may also refer to IEEE 802.3af, 15.4W at PSE)
PoE+—Power over Ethernet Plus (IEEE 802.3at, 30W at PSE)
PSE—Power Sourcing Equipment (PoE)

PSN—Policy Service Node (Cisco ISE persona)
pxGrid—Platform Exchange Grid (Cisco ISE persona and publisher/subscriber service)
PxTR—Proxy-Tunnel Router (LISP - device operating as both a PETR and PITR)
QoS—Quality of Service

RADIUS—Remote Authentication Dial-In User Service
REST—Representational State Transfer

RFC—Request for Comments Document (IETF)

RIB—Routing Information Base

RLOC—Routing Locator (LISP)

RP—Rendezvous Point (multicast)

RP—Redundancy Port (WLC)

RP—Route Processer

RPF—Reverse Path Forwarding

RR—Route Reflector (BGP)

RTT—Round-Trip Time

SA-Source Active (multicast)

SAFI-Subsequent Address Family Identifiers (BGP)
SD—Software-Defined

SDA—Cisco Software Defined-Access
SDN-Software-Defined Networking

SFP-Small Form-Factor Pluggable (1 GbE transceiver)
SFP+— Small Form-Factor Pluggable (10 GbE transceiver)
SGACL—-Security-Group ACL
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SGT-Scalable Group Tag, sometimes reference as Security Group Tag
SM-Spare-mode (multicast)

SNMP-Simple Network Management Protocol

SSID—Service Set Identifier (wireless)

SSM-Source-Specific Multicast (PIM)

SSO-Stateful Switchover

STP—-Spanning-tree protocol

SVI-Switched Virtual Interface

SVL-Cisco StackWise Virtual

SWIM-Software Image Management

SXP—-Scalable Group Tag Exchange Protocol

Syslog—System Logging Protocol

TACACS+—Terminal Access Controller Access-Control System Plus
TCP—Transmission Control Protocol (OSI Layer 4)

UCS— Cisco Unified Computing System

UDP-User Datagram Protocol (OSI Layer 4)

UPoE—Cisco Universal Power Over Ethernet (60W at PSE)
UPoE+— Cisco Universal Power Over Ethernet Plus (90W at PSE)
URL-Uniform Resource Locator

VLAN-Virtual Local Area Network

VM—Virtual Machine

VN-Virtual Network, analogous to a VRF in SD-Access
VNI-Virtual Network Identifier (VXLAN)

vPC—virtual Port Channel (Cisco Nexus)

VPLS-Virtual Private LAN Service

VPN-Virtual Private Network

VPNv4—BGP address family that consists of a Route-Distinguisher (RD) prepended to an IPv4 prefix
VPWS-Virtual Private Wire Service

VRF-Virtual Routing and Forwarding

VSL—Virtual Switch Link (Cisco VSS component)

VSS—Cisco Virtual Switching System

VXLAN-Virtual Extensible LAN
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WAN-Wide-Area Network
WLAN-Wireless Local Area Network (generally synonymous with IEEE 802.11-based networks)

WolL—-Wake-on-LAN
xTR—Tunnel Router (LISP - device operating as both an ETR and ITR)
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Feedback
For comments and suggestions about this guide and related guides, join the discussion on Cisco Community at

https://cs.co/en-cvds.

CVD Program

ALL DESIGNS, SPECIFICATIONS, STATEMENTS, INFORMATION, AND RECOMMENDATIONS (COLLECTIVELY,
"DESIGNS") IN THIS MANUAL ARE PRESENTED "AS IS," WITH ALL FAULTS. CISCO AND ITS SUPPLIERS
DISCLAIM ALL WARRANTIES, INCLUDING, WITHOUT LIMITATION, THE WARRANTY OF MERCHANTABILITY,
FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT OR ARISING FROM A COURSE OF DEALING,
USAGE, OR TRADE PRACTICE. IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE LIABLE FOR ANY INDIRECT,
SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING, WITHOUT LIMITATION, LOST PROFITS
OR LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR INABILITY TO USE THE DESIGNS, EVEN IF
CISCO OR ITS SUPPLIERS HAVE BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.

THE DESIGNS ARE SUBJECT TO CHANGE WITHOUT NOTICE. USERS ARE SOLELY RESPONSIBLE FOR THEIR
APPLICATION OF THE DESIGNS. THE DESIGNS DO NOT CONSTITUTE THE TECHNICAL OR OTHER
PROFESSIONAL ADVICE OF CISCO, ITS SUPPLIERS OR PARTNERS. USERS SHOULD CONSULT THEIR OWN
TECHNICAL ADVISORS BEFORE IMPLE-MENTING THE DESIGNS. RESULTS MAY VARY DEPENDING ON
FACTORS NOT TESTED BY CISCO.
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