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Executive Summary

Cisco Validated Designs include systems and solutions that are designed, tested, and documented to facilitate and
improve customer deployments. These designs incorporate a wide range of technologies and products into a
portfolio of solutions that have been developed to address the business needs of customers. Cisco, Pure and
Citrix have partner to deliver this document, which serves as a specific step-by-step guide for implementing this
solution. This Cisco Validated Design provides an efficient architectural design that is based on customer
requirements. The solution that follows is a validated approach for deploying Cisco, Pure, VMware and Citrix
technologies as a shared, high performance, resilient, virtual desktop infrastructure.

This document provides a reference architecture and design guide for up to a 6000-seat mixed workload end
user computing environment on FlashStack Data Center with Cisco UCS and Pure Storage® FlashArray//X70 R2
with 100 percent DirectFlash Modules and DirectFlash Software. The solution includes Citrix XenDesktop server-
based Hosted Shared Desktop Windows Sever 2016 sessions, Citrix XenDesktop persistent Microsoft Windows
10 virtual desktops and Citrix XenDesktop non-persistent Microsoft Windows 10 virtual desktops on VMware
vSphere 6.7U1.

The solution is a predesigned, best-practice data center architecture built on the FlashStack reference
architecture. The FlashStack Data Center used in this validation includes Cisco Unified Computing System (Cisco
UCS), the Cisco Nexus® 9000 family of switches, Cisco MDS 9000 family of Fibre Channel (FC) switches and
Pure All-NVMe FlashArray//X system.

This solution is 100 percent virtualized on fifth generation Cisco UCS B200 M5 blade servers, booting VMware
vSphere 6.7 Update 1 through FC SAN from the FlashArray//X70 R2 storage array. The virtual desktops are
powered using Citrix Provisioning Server 7.15 LTSR and Citrix XenApp/XenDesktop 7.15 LTSR, with a mix of
Windows Server 2016 hosted shared desktops (1900), pooled/non-persistent hosted virtual Windows 10
desktops (2050), provisioned with Citrix Provisioning Service, and persistent hosted virtual Windows 10 desktops
provisioned with Citrix Machine Creation Services (2050) to support the user population and provisioned on the
Pure Storage FlashArray//X70 R2 storage array. Where applicable the document provides best practice
recommendations and sizing guidelines for customer deployment of this solution.

This solution delivers the design for a 6000-user payload with 6 fewer blade servers than previous 6000 seat
solutions on fourth generation Cisco UCS Blade Servers making it more efficient and cost effective in the data
center due to increased solution density. Further rack efficiencies were gained from a storage standpoint as all
6000 users were hosted on a single 3U FlashArray//X70 R2 storage array while previous large-scale FlashStack
Cisco Validated Designs with VDI used a Pure Storage 3U base chassis along with a 2U expansion shelf.

The solution is fully capable of supporting hardware accelerated graphics workloads. The Cisco UCS B200 M5
server supports up to two NVIDIA P6 cards for high density, high-performance graphics workload support. See
our Cisco Graphics White Paper for details about integrating NVIDIA GPU with Citrix XenDesktop.

This solution provides an outstanding virtual desktop end-user experience as measured by the Login VSI 4.1.32.1
Knowledge Worker workload running in benchmark mode, along with the 6000-seat solution providing a large-
scale building block that can be replicated to confidently scale-out to tens of thousands of users.
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]

Introduction

The current industry trend in data center design is towards shared infrastructures. By using virtualization along with
pre-validated IT platforms, enterprise customers have embarked on the journey to the cloud by moving away from
application silos and toward shared infrastructure that can be quickly deployed, thereby increasing agility and
reducing costs. Cisco, Pure Storage, Citrix and VMware have partnered to deliver this Cisco Validated Design,
which uses best of breed storage, server and network components to serve as the foundation for desktop
virtualization workloads, enabling efficient architectural designs that can be quickly and confidently deployed.

Audience

The audience for this document includes, but is not limited to; sales engineers, field consultants, professional
services, IT managers, partner engineers, and customers who want to take advantage of an infrastructure built to
deliver IT efficiency and enable IT innovation.

Purpose of this Document

This document provides a step-by-step design, configuration and implementation guide for the Cisco Validated
Design for a large-scale XenDesktop 7.15 mixed workload solution with Pure Storage FlashArray//X array, Cisco
UCS Blade Servers, Cisco Nexus 9000 series Ethernet switches and Cisco MDS 9100 series Multilayer Fibre
channel switches.

What’s New?

This is the first Citrix XenDesktop 7.15 Virtual Client Compute (VCC) deployment Cisco Validated Design with
Cisco UCS bth generation servers and Pure X-Series system.

It incorporates the following features:
e (Cisco UCS B200 M5 blade servers with Intel Xeon Scalable Family processor and 2666 MHz memory
e Validation of Cisco Nexus 9000 with Pure Storage FlashArray//X system
e Validation of Cisco MDS 9100 with Pure Storage FlashArray//X system
e Support for the Cisco UCS 4.0(2b) release and Cisco UCS B200-M5 servers
e Support for the latest release of Pure Storage FlashArray//X70 R2 hardware and Purity//FA v5.1.7
e A Fibre Channel storage design supporting SAN LUNs
e Cisco UCS Inband KVM Access
o Cisco UCS vMedia client for vSphere Installation
e (Cisco UCS Firmware Auto Sync Server policy
e VMware vSphere 6.7 U1 Hypervisor
e Citrix XenDesktop 7.15 LTSR CU3 Server 2016 RDS hosted shared virtual desktops
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o Citrix XenDesktop 7.15 LTSR CU3 non-persistent hosted virtual Windows 10 desktops provisioned with
Citrix Provisioning Services

e Citrix XenDesktop 7.15 LTSR CU3 persistent full clones hosted virtual Windows 10 desktops provisioned
with Citrix Machine Creation Services

The data center market segment is shifting toward heavily virtualized private, hybrid and public cloud computing
models running on industry-standard systems. These environments require uniform design points that can be
repeated for ease of management and scalability.

These factors have led to the need for predesigned computing, networking and storage building blocks optimized
to lower the initial design cost, simplify management, and enable horizontal scalability and high levels of utilization.

The use cases include:
e Enterprise Data Center
e Service Provider Data Center

e Large Commercial Data Center
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FlashStack provides a jointly supported solution by Cisco and Pure Storage. Bringing a carefully validated
architecture built on superior compute, world class networking, and the leading innovations in all flash storage.

The portfolio of validated offerings from FlashStack includes but is not limited to the following:

Consistent performance: FlashStack provides higher, more consistent performance than disk-based
solutions and delivers a converged infrastructure based on all-flash that provides non-disruptive upgrades
and scalability.

Cost savings: FlashStack uses less power, cooling, and data center space when compared to legacy
disk/hybrid storage. It provides industry-leading storage data reduction and exceptional storage density.

Simplicity: FlashStack requires low ongoing maintenance and reduces operational overhead. It also scales
simply and smoothly in step with business requirements.

Deployment choices: It is available as a custom-built single unit from FlashStack partners, but organizations
can also deploy using equipment from multiple sources, including equipment they already own.

Unigue business model: The Pure Storage Evergreen Storage Model enables companies to keep their
storage investments forever, which means no more forklift upgrades and no more downtime.

Mission-critical resiliency: FlashStack offers best in class performance by providing active-active resiliency,
no single point of failure, and non-disruptive operations, enabling organizations to maximize productivity.

Support choices: Focused, high-quality single-number reach for FlashStack support is available from
FlashStack Authorized Support Partners. Single-number support is also available directly from Cisco
Systems as part of the Cisco Solution Support for Data Center offering. Support for FlashStack components
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is also available from Cisco, VMware, and Pure Storage individually and leverages TSANet for resolution of
support gueries between vendors.

This Cisco Validated Design prescribes a defined set of hardware and software that serves as an integrated
foundation for both Citrix XenDesktop Microsoft Windows 10 virtual desktops and Citrix XenApp server desktop
sessions based on Microsoft Server 2016.

The mixed workload solution includes Pure Storage FlashArray//X®, Cisco Nexus® and MDS networking, the Cisco
Unified Computing System (Cisco UCS®), Citrix XenDesktop and VMware vSphere® software in a single package.
The design is space optimized such that the network, compute, and storage required can be housed in one data
center rack. Switch port density enables the networking components to accommodate multiple compute and
storage configurations of this kind.

The infrastructure is deployed to provide Fibre Channel-booted hosts with block-level access to shared storage.
The reference architecture reinforces the " wire-once" strategy, because as additional storage is added to the
architecture, no re-cabling is required from the hosts to the Cisco UCS fabric interconnect.

The combination of technologies from Cisco Systems, Inc., Pure Storage Inc. and Citrix Systems Inc. produced a
highly efficient, robust and affordable desktop virtualization solution for a hosted virtual desktop and hosted shared
desktop mixed deployment supporting different use cases. Key components of this solution include the following:

e More power, same size. Cisco UCS B200 M5 half-width blade with dual 18-core 2.3 GHz Intel ® Xeon @
Scalable Family Gold (6140) processors and 768 GB of memory for Citrix XenDesktop hosts supports more
virtual desktop workloads than the previously released generation processors on the same hardware. The
Intel 18-core 2.3 GHz Intel ® Xeon ® Gold Scalable Family (6140) processors used in this study provided a
balance between increased per-blade capacity and cost.

e Fewer servers. Because of the increased compute power in the Cisco UCS B200 M5 servers, we
supported the 6000-seat design with 16 percent fewer servers compared to previous generation Cisco
UCS B200 M4s.

e Fault-tolerance with high availability built into the design. The various designs are based on using one
Unified Computing System chassis with multiple Cisco UCS B200 M5 blades for virtualized desktop and
infrastructure workloads. The design provides N+1 server fault tolerance for hosted virtual desktops, hosted
shared desktops and infrastructure services.

e Stress-tested to the limits during aggressive boot scenario. The servers hosting Hosted Shared Desktop
sessions and VDI shared and statically assigned desktop environment booted and registered with the Citrix
Delivery Controllers within 20 minutes, providing our customers with an extremely fast, reliable cold-start
desktop virtualization system.

e Stress-tested to the limits during simulated login storms. All 6000 simulated users logged in and started
running workloads up to steady state in 48-minutes without overwhelming the processors, exhausting
memory or exhausting the storage subsystems, providing customers with a desktop virtualization system
that can easily handle the most demanding login and startup storms.

e Ultra-condensed computing for the data center. The rack space required to support the system is less than
a single 42U rack, conserving valuable data center floor space.

e All Virtualized: This Cisco Validated Design (CVD) presents a validated design that is 100 percent virtualized
on VMware ESXi 6.7. All of the virtual desktops, user data, profiles, and supporting infrastructure
components, including Active Directory, SQL Servers, Citrix XenDesktop components, XenDesktop VDI
desktops and XenApp servers were hosted as virtual machines. This provides customers with complete
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flexibility for maintenance and capacity additions because the entire system runs on the FlashStack
converged infrastructure with stateless Cisco UCS Blade servers and Pure FC storage.

Cisco maintains industry leadership with the new Cisco UCS Manager 4.0(2b) software that simplifies
scaling, guarantees consistency, and eases maintenance. Cisco’s ongoing development efforts with Cisco
UCS Manager (UCSM), Cisco UCS Central, and Cisco UCS Director insure that customer environments are
consistent locally, across Cisco UCS Domains and across the globe, our software suite offers increasingly
simplified operational and deployment management and it continues to widen the span of control for
customer organizations’ subject matter experts in compute, storage and network.

Our 40G unified fabric story gets additional validation on Cisco UCS 6300 Series Fabric Interconnects as
Cisco runs more challenging workload testing, while maintaining unsurpassed user response times.

Cisco SAN architectural benefit of the next-generation 32-Gbps fabric switches address the requirement
for highly scalable, virtualized, intelligent SAN infrastructure in current-generation data center environments.

Pure All-NVMe FlashArray//X70 R2 storage array provides industry-leading storage solutions that efficiently
handle the most demanding 1/O bursts (for example, login storms), profile management, and user data
management, deliver simple and flexible business continuance, and help reduce storage cost per desktop.

Pure All-NVMe FlashArray//X70 R2 storage array provides a simple to understand storage architecture for
hosting all user data components (virtual machines, profiles, user data) on the same storage array.

Pure Storage software enables to seamlessly add, upgrade or remove capacity and/or controllers from the
infrastructure to meet the needs of the virtual desktops transparently.

Pure Storage Management Ul for VMware vSphere hypervisor has deep integrations with vSphere,
providing easy-button automation for key storage tasks such as storage repaository provisioning, storage
resize, directly from vCenter.

Citrix XenDesktop and XenApp Advantage. XenApp and XenDesktop are virtualization solutions that give IT
control of virtual machines, applications, licensing, and security while providing anywhere access for any
device.

XenApp and XenDesktop provides the following:

End users to run applications and desktops independently of the device's operating system and interface.
Administrators to manage the network and control access from selected devices or from all devices.
Administrators to manage an entire network from a single data center.

XenApp and XenDesktop share a unified architecture called FlexCast Management Architecture (FMA).
FMA's key features are the ability to run multiple versions of XenApp or XenDesktop from a single Site and
integrated provisioning.

Optimized to achieve the best possible performance and scale. For hosted shared desktop sessions, the
best performance was achieved when the number of vCPUs assigned to the VMware 7 RDS virtual
machines did not exceed the number of hyper-threaded (logical) cores available on the server. In other
words, maximum performance is obtained when not overcommitting the CPU resources for the virtual
machines running virtualized RDS systems.

Provisioning desktop machines made easy. Citrix provides two core provisioning methods for XenDesktop
and XenApp virtual machines: Citrix Provisioning Services for pooled virtual desktops and XenApp virtual
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servers and Citrix Machine Creation Services for pooled or persistent virtual desktops. This paper provides
guidance on how to use each method and documents the performance of each technology.

Cisco Desktop Virtualization Solutions: Data Center

The Evolving Workplace

Today’s IT departments are facing a rapidly evolving workplace environment. The workforce is becoming
increasingly diverse and geographically dispersed, including offshore contractors, distributed call center
operations, knowledge and task workers, partners, consultants, and executives connecting from locations around
the world at all times.

This workforce is also increasingly mobile, conducting business in traditional offices, conference rooms across the
enterprise campus, home offices, on the road, in hotels, and at the local coffee shop. This workforce wants to use
a growing array of client computing and mobile devices that they can choose based on personal preference.
These trends are increasing pressure on IT to ensure protection of corporate data and prevent data leakage or
loss through any combination of user, endpoint device, and desktop access scenarios (Figure 1).

These challenges are compounded by desktop refresh cycles to accommodate aging PCs and bounded local
storage and migration to new operating systems, specifically Microsoft Windows 10 and productivity tools,
specifically Microsoft Office 2016.
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Some of the key drivers for desktop virtualization are increased data security and reduced TCO through increased
control and reduced management costs.
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Cisco Desktop Virtualization Focus

Cisco focuses on three key elements to deliver the best desktop virtualization data center infrastructure:
simplification, security, and scalability. The software combined with platform modularity provides a simplified,
secure, and scalable desktop virtualization platform.

Simplified

Cisco UCS provides a radical new approach to industry-standard computing and provides the core of the data
center infrastructure for desktop virtualization. Among the many features and benefits of Cisco UCS are the drastic
reduction in the number of servers needed and in the number of cables used per server, and the capability to
rapidly deploy or re-provision servers through Cisco UCS service profiles. With fewer servers and cables to
manage and with streamlined server and virtual desktop provisioning, operations are significantly simplified.
Thousands of desktops can be provisioned in minutes with Cisco UCS Manager Service Profiles and Cisco storage
partners’ storage-based cloning. This approach accelerates the time to productivity for end users, improves
business agility, and allows [T resources to be allocated to other tasks.

Cisco UCS Manager automates many mundane, error-prone data center operations such as configuration and
provisioning of server, network, and storage access infrastructure. In addition, Cisco UCS B-Series Blade Servers
and C-Series Rack Servers with large memory footprints enable high desktop density that helps reduce server
infrastructure requirements.

Simplification also leads to more successful desktop virtualization implementation. Cisco and its technology
partners like VMware Technologies, Citrix Systems and Pure Storage have developed integrated, validated
architectures, including predefined converged architecture infrastructure packages such as FlashStack. Cisco
Desktop Virtualization Solutions have been tested with VMware vSphere, Citrix XenDesktop.

Secure

Although virtual desktops are inherently more secure than their physical predecessors, they introduce new
security challenges. Mission-critical web and application servers using a common infrastructure such as virtual
desktops are now at a higher risk for security threats. Inter-virtual machine traffic now poses an important security
consideration that IT managers need to address, especially in dynamic environments in which virtual machines,
using VMware vMotion, move across the server infrastructure.

Desktop virtualization, therefore, significantly increases the need for virtual machine-level awareness of policy and
security, especially given the dynamic and fluid nature of virtual machine mobility across an extended computing
infrastructure. The ease with which new virtual desktops can proliferate magnifies the importance of a
virtualization-aware network and security infrastructure. Cisco data center infrastructure (Cisco UCS and Cisco
Nexus Family solutions) for desktop virtualization provides strong data center, network, and desktop security, with
comprehensive security from the desktop to the hypervisor. Security is enhanced with segmentation of virtual
desktops, virtual machine-aware policies and administration, and network security across the LAN and WAN
infrastructure.

Scalable

Growth of a desktop virtualization solution is all but inevitable, so a solution must be able to scale, and scale
predictably, with that growth. The Cisco Desktop Virtualization Solutions built on FlashStack Data Center
infrastructure supports high virtual-desktop density (desktops per server), and additional servers and storage scale
with near-linear performance. FlashStack Data Center provides a flexible platform for growth and improves
business agility. Cisco UCS Manager Service Profiles allow on-demand desktop provisioning and make it just as
easy to deploy dozens of desktops as it is to deploy thousands of desktops.
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Cisco UCS servers provide near-linear performance and scale. Cisco UCS implements the patented Cisco
Extended Memory Technology to offer large memory footprints with fewer sockets (with scalability to up to 1
terabyte (TB) of memory with 2- and 4-socket servers). Using unified fabric technology as a building block, Cisco
UCS server aggregate bandwidth can scale to up to 80 Gbps per server, and the northbound Cisco UCS fabric
interconnect can output 2 terabits per second (Tbps) at line rate, helping prevent desktop virtualization /O and
memory bottlenecks. Cisco UCS, with its high-performance, low-latency unified fabric-based networking
architecture, supports high volumes of virtual desktop traffic, including high-resolution video and communications
traffic. In addition, Cisco storage partner Pure, helps maintain data availability and optimal performance during boot
and login storms as part of the Cisco Desktop Virtualization Solutions. Recent Cisco Validated Designs for end user
computing based on FlashStack solutions have demonstrated scalability and performance, with up to 6000
desktops up and running in 20 minutes.

FlashStack data center provides an excellent platform for growth, with transparent scaling of server, network, and
storage resources to support desktop virtualization, data center applications, and cloud computing.

Savings and Success

The simplified, secure, scalable Cisco data center infrastructure for desktop virtualization solutions saves time and
money compared to alternative approaches. Cisco UCS enables faster payback and ongoing savings (better ROI
and lower TCO) and provides the industry’s greatest virtual desktop density per server, reducing both capital
expenditures (CapEx) and operating expenses (OpEx). The Cisco UCS architecture and Cisco Unified Fabric also
enables much lower network infrastructure costs, with fewer cables per server and fewer ports required. In
addition, storage tiering and deduplication technologies decrease storage costs, reducing desktop storage needs
by up to 50 percent.

The simplified deployment of Cisco UCS for desktop virtualization accelerates the time to productivity and
enhances business agility. IT staff and end users are more productive more quickly, and the business can respond
to new opportunities quickly by deploying virtual desktops whenever and wherever they are needed. The high-
performance Cisco systems and network deliver a near-native end-user experience, allowing users to be
productive anytime and anywhere.

The ultimate measure of desktop virtualization for any organization is its efficiency and effectiveness in both the
near term and the long term. The Cisco Desktop Virtualization Solutions are very efficient, allowing rapid
deployment, requiring fewer devices and cables, and reducing costs. The solutions are also very effective,
providing the services that end users need on their devices of choice while improving IT operations, control, and
data security. Success is bolstered through Cisco’s best-in-class partnerships with leaders in virtualization and
storage, and through tested and validated designs and services to help customers throughout the solution
lifecycle. Long-term success is enabled through the use of Cisco’s scalable, flexible, and secure architecture as
the platform for desktop virtualization.

Physical Topology

Compute Connectivity

Each compute chassis in the design is redundantly connected to the managing fabric interconnects with at least
two ports per IOM. Ethernet traffic from the upstream network and Fibre Channel frames coming from the
FlashArray are converged within the fabric interconnect to be both Ethernet and Fibre Channel over Ethernet and
transmitted to the UCS servers through the IOM. These IOM connections from the Cisco UCS Fabric
Interconnects to the IOMs are automatically configured as port channels by specifying a Chassis/FEX Discovery
Policy within UCSM.
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Each rack server in the design is redundantly connected to the managing fabric interconnects with at least one
port to each FI. Ethernet traffic from the upstream network and Fibre Channel frames coming from the FlashArray
are converged within the fabric interconnect to be both Ethernet and Fibre Channel over Ethernet and transmitted
to the UCS server.

These connections from the UCS 6454 Fabric Interconnect to the 2208XP IOM hosted within the chassis are
shown in Figure 2.

Figure 2 Compute Connectivity
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The 2208XP IOM are shown with 4x10Gbps ports to deliver an aggregate of 80Gbps to the chassis, full
population of the 2208XP IOM can support 8x10Gbps ports, allowing for an aggregate of 160Gbps to the chassis.

Network Connectivity

The Lavyer 2 network connection to each Fabric Interconnect is implemented as Virtual Port Channels (vPC) from
the upstream Nexus Switches. In the switching environment, the vPC provides the following benefits:

e Allows a single device to use a Port Channel across two upstream devices

e Eliminates Spanning Tree Protocol blocked ports and use all available uplink bandwidth
e Provides a loop-free topology

e Provides fast convergence if either one of the physical links or a device fails

e Helps ensure high availability of the network

The upstream network switches can connect to the Cisco UCS 6454 Fabric Interconnects using 10G, 25G, 40G,
or 100G port speeds. In this design, the 100G ports from the 40/100G ports on the 6454 (1/49-54) were used
for the virtual port channels. In the ISCSI design, this would also transport the storage traffic between the Cisco
UCS servers and the FlashArray//X R2
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Figure 3  Network Connectivity
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The FlashArray//X70 R2 platform is connected through both MDS 9132Ts to their respective Fabric Interconnects
in a traditional air-gapped A/B fabric design. The Fabric Interconnects are configured in N-Port Virtualization
(NPV) mode, known as FC end host mode in UCSM. The MDS has N-Port ID Virtualization (NPIV) enabled. This
allows F-port channels to be used between the Fabric Interconnect and the MDS, providing the following benefits:

e Increased aggregate bandwidth between the fabric interconnect and the MDS
e Load balancing across the FC uplinks
e High availability in the event of a failure of one or more uplinks

Figure 4
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The FC end to end path in the design is a traditional air-gapped fabric with identical data path through each fabric
as detailed below:

e Each Cisco UCS Server is equipped with a VIC 1400 Series adapter

e Inthe Cisco B200 M5 server, a VIC 1440 provides 2x10Gbps to IOM A and 2x10Gbps to IOM B through
the Cisco UCS Chassis 5108 chassis backplane
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In the Cisco C220 M5 server, a VIC 1457 is used with 2x 25Gbps connections to FI-A and 2x5Gbps FI-B
for a total of 4x25Gbps of uplink bandwidth

Each IOM is connected to its respective Cisco UCS 6454 Fabric Interconnect using a port-channel for 4-8
links

Each Cisco UCS 6454 Fl connects to the MDS 9132T for the respective SAN fabric using an F-Port
channel

The Pure Storage FlashArray//X70 R2 is connected to both MDS 9132T switches to provide redundant
paths through both fabrics

Figure 5 FC End-to- End Data Path
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The components of this integrated architecture shown in Figure 5 are:

Cisco Nexus 9336C-FX2 - 10/25/40/100Gb capable, LAN connectivity to the UCS compute resources

Cisco UCS 6454 Fabric Interconnect - Unified management of UCS compute, and the compute’s access to
storage and networks

Cisco UCS B200 M5 - High powered blade server, optimized for virtual computing

Cisco UCS C220 M5 - High powered rack server, optimized for virtual computing
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e (Cisco MDS 9132T - 32Gbps Fibre Channel connectivity within the architecture, as well as interfacing to
resources present in an existing data center

e Pure Storage FlashArray//X70 R2

iISCSI End-to-End Data Path

The iISCSI end-to-end data path presented in the design leverages the Nexus 9336C-FX2 networking switches to
carry storage traffic.

e Each Cisco UCS Server is equipped with a VIC 1400 series adapter

e Inthe Cisco UCS B200 M5 server this is accomplished using the VIC 1440 with 20Gb to IOM A and
20Gbps to IOM B through the Cisco UCS Chassis 5108 chassis backplane

e Inthe Cisco UCS C220 M5 server this is accomplished with the VIC 1457 with 4x 10/25Gbps connection

e Each IOM is connected to its respective Cisco UCS 6454 Fabric Interconnect using a port-channel for 4-8
links

e Each Cisco UCS C-Series Server is attached through a 25Gb port to each Cisco UCS 6454 F
e Each Cisco UCS 6454 Fl connects to the Nexus 9336C-FX2 through 2x 100Gbps virtual port channels

e Fach controller on the Pure FlashArray//X70 R2 is connected to each Nexus 9336C-FX2 switch through 2x
40Gbps connections to provide redundant paths
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Figure 6 iSCSI End-to-End Data Path
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The components of this integrated architecture shown in Figure 6 are:

e Cisco Nexus 9336C-FX2 - 10/25/40/100Gb capable, LAN connectivity to the UCS compute resources
and Pure Storage resource.

e (Cisco UCS 6454 Fabric Interconnect - Unified management of UCS compute, and the compute’s access to
storage and networks.

e (Cisco UCS B200 Mb - High powered blade server, optimized for virtual computing.
e (isco UCS C220 Mb - High powered rack server, optimized for virtual computing
e Pure Storage FlashArray//X70 R2

High Scale Mixed Desktop Workload Solution Reference Architecture

Figure 7 illustrates the FlashStack System architecture used in this Validated Design to support very high scale
mixed desktop user workload. It follows Cisco configuration requirements to deliver highly available and scalable
architecture.
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Figure 7  FlashStack Solution Reference Architecture
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The reference hardware configuration includes:
e Two Cisco Nexus 93180YC-FX switches
e Two Cisco MDS 9132T 32-Gbps Fibre Channel switches
e Two Cisco UCS 6332-16UP Fabric Interconnects
e Four Cisco UCS 5108 Blade Chassis

e Two Cisco UCS B200 M5 Blade Servers (2 Server hosting Infrastructure virtual machines)
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e Thirty Cisco UCS B200 M5 Blade Servers (for workload)
e One Pure Storage FlashArray//X70 R2 with All-NVMe DirectFlash Modules

For desktop virtualization, the deployment includes Citrix XenDesktop 7.15 LTSR CU3 running on VMware
vSphere 6.7 Update 1.

The design is intended to provide a large-scale building block for XenDesktop mixed workloads consisting of RDS
Windows Server 2016 hosted shared desktop sessions and Windows 10 non-persistent and persistent hosted
desktops in the following ratio:

e 1900 Random Hosted Shared Windows 2016 user sessions with office 2016 (PVS)
e 2050 Random Pooled Windows 10 Hosted Virtual Desktops with office 2016 (PVS)
e 2050 Static Full Copy Windows 10 Hosted Virtual Desktops with office 2016 (MCS)

The data provided in this document will allow our customers to adjust the mix of HSD and HVD desktops to suit
their environment. For example, additional blade servers and chassis can be deployed to increase compute
capacity, additional disk shelves can be deployed to improve 1/O capability and throughput, and special hardware
or software features can be added to introduce new features. This document guides you through the detailed
steps for deploying the base architecture. This procedure explains everything from physical cabling to network,
compute and storage device configurations.

\What is FlashStack?

The ElashStack platform, developed by Cisco and Pure Storage, is a flexible, integrated infrastructure solution that
delivers pre-validated storage, networking, and server technologies. Cisco and Pure Storage have carefully
validated and verified the FlashStack solution architecture and its many use cases while creating a portfolio of
detailed documentation, information, and references to assist customers in transforming their data centers to this
shared infrastructure model.

FlashStack is a best practice data center architecture that includes the following components:
e Cisco Unified Computing System
e Cisco Nexus Switches
e Cisco MDS Switches

e Pure Storage FlashArray
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Figure 8 FlashStack Systems Components

Cisco MDS 9000
Series Multilayer 22N
Switches Cisco MDS 9100 Series,
Cisco MDS 9200 Series,
€lsco Mlesmis 4000 Cisco MDS 9300 Series
Series Switches Cisco.Nexas m Seﬁe,s
Cisco UCS 6300 Series g | xAtv blots
Fabric Interconnects 2 B— —
- P
& / Cisco UCS 6300 Series
§ Fabric Interconnects,
) Z
Cisco UCS B-Series =
Blade Servers § S:OO Ug:ass:iw Blade
rver S,
§ Cisco UCS 2304 1/0
Cisco UCS Virtual Module
Interface Card b 4
meraceTar § | Cisco UCS B-Series Blade
5 Servers,
Cisco UCS 5100 Series ®
Blade Server Chassis a, Cisco UCS Virtual
g | Interface Cards (VICs)
...and More Vi
| "‘\  _
Pure Storage f ;
FlashArray//X Series Pure Storage
Controller ‘ FlashArray//X Series

NVMe Controller

As shown in Figure 8, these components are connected and configured according to best practices of both Cisco
and Pure Storage and provide the ideal platform for running a variety of enterprise database workloads with
confidence. FlashStack can scale up for greater performance and capacity (adding compute, network, or storage
resources individually as needed), or it can scale out for environments that require multiple consistent
deployments.

The reference architecture covered in this document leverages the Pure Storage FlashArray//X70 R2 Controller
with NVMe based DirectFlash modules for Storage, Cisco UCS B200 M5 Blade Server for Compute, Cisco Nexus
9000, and Cisco MDS 9100 Series for the switching element and Cisco Fabric Interconnects 6300 Series for
System Management. As shown in Figure 8, FlashStack Architecture can maintain consistency at scale. Each of
the component families shown in (Cisco UCS, Cisco Nexus, Cisco MDS, Cisco Fl and Pure Storage) offers
platform and resource options to scale the infrastructure up or down, while supporting the same features and
functionality that are required under the configuration and connectivity best practices of FlashStack.

FlashStack Solution Benefits

FlashStack provides a jointly supported solution by Cisco and Pure Storage. Bringing a carefully validated
architecture built on superior compute, world-class networking, and the leading innovations in all flash storage.
The portfolio of validated offerings from FlashStack includes but is not limited to the following:

o Consistent Performance and Scalability

— Consistent sub-millisecond latency with 100 percent NVMe enterprise flash storage
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— Consolidate hundreds of enterprise-class applications in a single rack

—  Scalability through a design for hundreds of discrete servers and thousands of virtual machines, and
the capability to scale I/O bandwidth to match demand without disruption

— Repeatable growth through multiple FlashStack Cl deployments

e Operational Simplicity

Fully tested, validated, and documented for rapid deployment

Reduced management complexity

No storage tuning or tiers necessary

3x better data reduction without any performance impact

e Lowest TCO
— Dramatic savings in power, cooling and space with Cisco UCS and 100 percent Flash
— Industry leading data reduction
— Free FlashArray controller upgrades every three years with Forever Flash™

e Mission Critical and Enterprise Grade Resiliency

Highly available architecture with no single point of failure

Non-disruptive operations with no downtime

Upgrade and expand without downtime or performance 10ss

Native data protection: snapshots and replication

Cisco and Pure Storage have also built a robust and experienced support team focused on FlashStack solutions,
from customer account and technical sales representatives to professional services and technical support
engineers. The support alliance between Pure Storage and Cisco gives customers and channel services partners
direct access to technical experts who collaborate with cross vendors and have access to shared lab resources to
resolve potential issues.

What’s New in this FlashStack Release

This CVD of the FlashStack release introduces new hardware with the Pure Storage FlashArray//X, that is 100
percent NVMe enterprise class all-flash array along with Cisco UCS B200 M5 Blade Servers featuring the Intel
Xeon Scalable Family of CPUs. This is the second Oracle RAC Database deployment Cisco Validated Design with
Pure Storage. It incorporates the following features:

e Pure Storage FlashArray//X70 R2
e Cisco 9132T 32-Gbps MDS Fibre Channel Switch

e VMware vSphere 6.7 U1 and Citrix XenDesktop 7.15 LTSR Cumulative Update 3 (CU3)

26



Solution Summary

Configuration Guidelines

This Cisco Validated Design provides details for deploying a fully redundant, highly available 6000 seat mixed
workload virtual desktop solution with VMware on a FlashStack Data Center architecture. Configuration guidelines
are provided that refer the reader to which redundant component is being configured with each step. For
example, storage controller 0Tand storage controller 02 are used to identify the two Pure Storage
FlashArray//X70 R2 controllers that are provisioned with this document, Cisco Nexus A or Cisco Nexus B identifies
the pair of Cisco Nexus switches that are configured, and Cisco MDS A or Cisco MDS B identifies the pair of Cisco
MDS switches that are configured. The pair of Cisco UCS 6332-16UP Fabric Interconnects are similarly
configured as FI-A and FI-B.

Additionally, this document details the steps for provisioning multiple Cisco UCS hosts, and these are identified
sequentially: VM-Host-Infra-01, VM-Host-Infra-02, VM-Host-RDSH-01, VM-Host-VDI-01 and so on. Finally, to
indicate that you should include information pertinent to your environment in a given step, <text> appears as part
of the command structure.
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Solution Components

This section describes the components used in the solution outlined in this solution.

Cisco Unified Computing System

Cisco UCS Manager (UCSM) provides unified, embedded management of all software and hardware components
of the Cisco Unified Computing System™ (Cisco UCS) through an intuitive GUI, a CLI, and an XML API. The
manager provides a unified management domain with centralized management capabilities and can control
multiple chassis and thousands of virtual machines.

Cisco UCS is a next-generation data center platform that unites computing, networking, and storage access. The
platform, optimized for virtual environments, is designed using open industry-standard technologies and aims to
reduce total cost of ownership (TCO) and increase business agility. The system integrates a low-latency; lossless
40 Gigabit Ethernet unified network fabric with enterprise-class, x86-architecture servers. It is an integrated,
scalable, multi-chassis platform in which all resources participate in a unified management domain.

Cisco Unified Computing System Components

The main components of Cisco UCS are:

Compute: The system is based on an entirely new class of computing system that incorporates blade
servers based on Intel® Xeon® Scalable Family processors.

Network: The system is integrated on a low-latency, lossless, 40-Gbps unified network fabric. This network
foundation consolidates LANs, SANs, and high-performance computing (HPC) networks, which are
separate networks today. The unified fabric lowers costs by reducing the number of network adapters,
switches, and cables needed, and by decreasing the power and cooling requirements.

Virtualization: The system unleashes the full potential of virtualization by enhancing the scalability,
performance, and operational control of virtual environments. Cisco security, policy enforcement, and
diagnostic features are now extended into virtualized environments to better support changing business and
IT requirements.

Storage access: The system provides consolidated access to local storage, SAN storage, and network-
attached storage (NAS) over the unified fabric. With storage access unified, Cisco UCS can access storage
over Ethernet, Fibre Channel, Fibre Channel over Ethernet (FCoE), and Small Computer System Interface
over IP (iISCSI) protocols. This capability provides customers with choice for storage access and investment
protection. In addition, server administrators can pre-assign storage-access policies for system connectivity
to storage resources, simplifying storage connectivity and management and helping increase productivity.

Management: Cisco UCS uniguely integrates all system components, enabling the entire solution to be
managed as a single entity by Cisco UCS Manager. Cisco UCS Manager has an intuitive GUI, a CLI, and a
robust API for managing all system configuration processes and operations.
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Figure 9 Cisco Data Center Overview
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Cisco UCS is designed to deliver:
e Reduced TCO and increased business agility
e Increased IT staff productivity through just-in-time provisioning and mobility support

e A cohesive, integrated system that unifies the technology in the data center; the system is managed,
serviced, and tested as a whole

e Scalability through a design for hundreds of discrete servers and thousands of virtual machines and the
capability to scale /O bandwidth to match demand

e Industry standards supported by a partner ecosystem of industry leaders

Cisco UCS Manager provides unified, embedded management of all software and hardware components of the
Cisco Unified Computing System across multiple chassis, rack servers, and thousands of virtual machines. Cisco
UCS Manager manages Cisco UCS as a single entity through an intuitive GUI, a CLI, or an XML API for
comprehensive access to all Cisco UCS Manager Functions.

Cisco UCS Fabric Interconnect

The Cisco UCS 6300 Series Fabric Interconnects are a core part of Cisco UCS, providing both network
connectivity and management capabilities for the system. The Cisco UCS 6300 Series offers line-rate, low-
latency, lossless 40 Gigabit Ethernet, FCoE, and Fibre Channel functions.
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The fabric interconnects provide the management and communication backbone for the Cisco UCS B-Series
Blade Servers and Cisco UCS 5100 Series Blade Server Chassis. All chassis, and therefore all blades, attached to
the fabric interconnects become part of a single, highly available management domain. In addition, by supporting
unified fabric, the Cisco UCS 6300 Series provides both LAN and SAN connectivity for all blades in the domain.

For networking, the Cisco UCS 6300 Series uses a cut-through architecture, supporting deterministic, low-
latency, line-rate 40 Gigabit Ethernet on all ports, 2.4 plus terabit (Tb) switching capacity, and 320 Gbps of
bandwidth per chassis IOM, independent of packet size and enabled services. The product series supports Cisco
low-latency, lossless, 40 Gigabit Ethernet unified network fabric capabilities, increasing the reliability, efficiency,
and scalability of Ethernet networks. The fabric interconnects support multiple traffic classes over a lossless
Ethernet fabric, from the blade server through the interconnect. Significant TCO savings come from an FCoE-
optimized server design in which network interface cards (NICs), host bus adapters (HBAs), cables, and switches
can be consolidated.

Figure 10 Cisco UCS 6300 Series Fabric Interconnect - 6332-16UP
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Cisco UCS B200 M5 Blade Server

The Cisco UCS B200 M5 Blade Server (Figure 11 and Figure 12) is a density-optimized, half-width blade server
that supports two CPU sockets for Intel Xeon processor 6140 Gold series CPUs and up to 24 DDR4 DIMMSs. It
supports one modular LAN-on-motherboard (LOM) dedicated slot for a Cisco virtual interface card (VIC) and one
mezzanine adapter. In additions, the Cisco UCS B200 M5 supports an optional storage module that
accommodates up to two SAS or SATA hard disk drives (HDDs) or solid-state disk (SSD) drives. You can install up
to eight Cisco UCS B200 M5 servers in a chassis, mixing them with other models of Cisco UCS blade servers in
the chassis if desired.

Figure 11 Cisco UCS B200 M5 Front View
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Figure 12 Cisco UCS B200 M5 Back View
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1 Asset pull tag 7 Metwork link status
Each server has a plastic tag that pulls
out of the front panel. The tag contains
the server serial number as well as the
product 1D (PID) and version ID (VID). The
tag also allows you to add your own asset
tracking label without interfering with
the intended air flow.

2 Blade ejector handle 8 Blade health LED

3 Ejector captive screw 9 Console connector?

4 Drive bay 1 10 Reset button access

5 Drive bay 2 11 Locater button and LED
6 Power button and LED
Notes:

1. A KVM 1/0 Cable plugs into the console connector, it can be ordered as a spare. The KVM 1/0 Cable
in included with every Cisco UCS 5100 Series blade server chassis accessory kit

Cisco UCS combines Cisco UCS B-Series Blade Servers and C-Series Rack Servers with networking and storage
access into a single converged system with simplified management, greater cost efficiency and agility, and
increased visibility and control. The Cisco UCS B200 M5 Blade Server is one of the newest servers in the Cisco
UCS portfolio.

The Cisco UCS B200 M5 delivers performance, flexibility, and optimization for data centers and remote sites. This
enterprise-class server offers market-leading performance, versatility, and density without compromise for
workloads ranging from web infrastructure to distributed databases. The Cisco UCS B200 M5 can quickly deploy
stateless physical and virtual workloads with the programmable ease of use of the Cisco UCS Manager software
and simplified server access with Cisco® Single Connect technology. Based on the Intel Xeon processor 6140
Gold product family, it offers up to 3 TB of memory using 128GB DIMMSs, up to two disk drives, and up to 320
Gbps of I/O throughput. The Cisco UCS B200 M5 offers exceptional levels of performance, flexibility, and 1/O
throughput to run your most demanding applications.

In addition, Cisco UCS has the architectural advantage of not having to power and cool excess switches, NICs,
and HBASs in each blade server chassis. With a larger power budget per blade server, it provides uncompromised
expandability and capabilities, as in the new Cisco UCS B200 M5 server with its leading memory-slot capacity and
drive capacity.

The Cisco UCS B200 M5 provides:
e Latest Intel” Xeon® Scalable processors with up to 28 cores per socket
e Up to 24 DDR4 DIMMs for improved performance

e Intel 3D XPoint-ready support, with built-in support for next-generation nonvolatile memory technology
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Two GPUs

Two Small-Form-Factor (SFF) drives

e Two Secure Digital (SD) cards or M.2 SATA drives

Up to 80 Gbps of I/O throughput

Main Features

The Cisco UCS B200 M5 server is a half-width blade. Up to eight servers can reside in the 6-Rack-Unit (6RU)
Cisco UCS 5108 Blade Server Chassis, offering one of the highest densities of servers per rack unit of blade
chassis in the industry. You can configure the Cisco UCS B200 M5 to meet your local storage requirements
without having to buy, power, and cool components that you do not need.

The Cisco UCS B200 M5 provides these main features:
e Up to two Intel Xeon Scalable CPUs with up to 28 cores per CPU

e 24 DIMM slots for industry-standard DDR4 memory at speeds up to 2666 MHz, with up to 3 TB of total
memory when using 128-GB DIMMs

e Modular LAN On Motherboard (mLOM) card with Cisco UCS Virtual Interface Card (VIC) 1340, a 2-port, 40
Gigabit Ethernet, Fibre Channel over Ethernet (FCoE)-capable mLOM mezzanine adapter

e Optional rear mezzanine VIC with two 40-Gbps unified I/O ports or two sets of 4 x 10-Gbps unified 1/O
ports, delivering 80 Gbps to the server; adapts to either 10- or 40-Gbps fabric connections

e Two optional, hot-pluggable, hard-disk drives (HDDs), solid-state drives (SSDs), or NVMe 2.5-inch drives
with a choice of enterprise-class RAID or pass-through controllers

e (isco FlexStorage local drive storage subsystem, which provides flexible boot and local storage capabilities
and allows you to boot from dual, mirrored SD cards

e Support for up to two optional GPUs
e  Support for up to one rear storage mezzanine card

For more information about Cisco UCS B200 M5, see the Cisco UCS B200 M5 Blade Server Specsheet.

Table 1 Ordering Information
Part Number Description

UCSB-B200-M5 UCS B200 M5 Blade w/o CPU, mem, HDD, mezz

UCSB-B200-M5-U UCS B200 M5 Blade w/o CPU, mem, HDD, mezz (UPG)

UCSB-B200-M5-CH | UCS B200 M5 Blade w/o CPU, mem, HDD, mezz, Drive bays, HS

Cisco UCS VIC1340 Converged Network Adapter

The Cisco UCS Virtual Interface Card (VIC) 1340 (Figure 13) is a 2-port 40-Gbps Ethernet or dual 4 x 10-Gbps
Ethernet, Fibre Channel over Ethernet (FCoE)-capable modular LAN on motherboard (mLOM) designed
exclusively for the M5 generation of Cisco UCS B-Series Blade Servers. When used in combination with an
optional port expander, the Cisco UCS VIC 1340 capabilities is enabled for two ports of 40-Gbps Ethernet.
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The Cisco UCS VIC 1340 enables a policy-based, stateless, agile server infrastructure that can present over 256
PCle standards-compliant interfaces to the host that can be dynamically configured as either network interface
cards (NICs) or host bus adapters (HBAs). In addition, the Cisco UCS VIC 1340 supports Cisco® Data Center
Virtual Machine Fabric Extender (VM-FEX) technology, which extends the Cisco UCS fabric interconnect ports to
virtual machines, simplifying server virtualization deployment and management.

Figure 13 Cisco UCS VIC 1340
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Figure 13 illustrates the Cisco UCS VIC 1340 Virtual Interface Cards Deployed in the Cisco UCS B-Series B200
M5 Blade Servers.

Cisco Switching

Cisco Nexus 93180YC-FX Switches

The 93180YC-EX Switch provides a flexible line-rate Layer 2 and Layer 3 feature set in a compact form factor.
Designed with Cisco Cloud Scale technology, it supports highly scalable cloud architectures. With the option to
operate in Cisco NX-OS or Application Centric Infrastructure (ACI) mode, it can be deployed across enterprise,
service provider, and Web 2.0 data centers.

o Architectural Flexibility

— Includes top-of-rack or middle-of-row fiber-based server access connectivity for traditional and
leaf-spine architectures
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— Leaf node support for Cisco ACI architecture is provided in the roadmap
— Increase scale and simplify management through Cisco Nexus 2000 Fabric Extender support
e Feature Rich

— Enhanced Cisco NX-0S Software is designed for performance, resiliency, scalability, manageability,
and programmability

— ACl-ready infrastructure helps users take advantage of automated policy-based systems
management

— Virtual Extensible LAN (VXLAN) routing provides network services
— Rich traffic flow telemetry with line-rate data collection

— Real-time buffer utilization per port and per queue, for monitoring traffic micro-bursts and application
traffic patterns

e Highly Available and Efficient Design
— High-density, non-blocking architecture
— Easily deployed into either a hot-aisle and cold-aisle configuration
— Redundant, hot-swappable power supplies and fan trays

e Simplified Operations

—  Power-On Auto Provisioning (POAP) support allows for simplified software upgrades and
configuration file installation

— Anintelligent API offers switch management through remote procedure calls (RPCs, JSON, or XML)
over a HTTP/HTTPS infrastructure

- Python Scripting for programmatic access to the switch command-line interface (CLI)
— Hot and cold patching, and online diagnostics
e Investment Protection

A Cisco 40 Gb bidirectional transceiver allows reuse of an existing 10 Gigabit Ethernet multimode cabling
plant for 40 Gigabit Ethernet Support for 1T Gb and 10 Gb access connectivity for data centers migrating
access switching infrastructure to faster speed. The following is supported:

— 1.8 Tbps of bandwidth in a 1 RU form factor

48 fixed 1/10/25-Gbps SFP+ ports

— 6 fixed 40/100-Gbps QSFP+ for uplink connectivity

— Latency of less than 2 microseconds

— Front-to-back or back-to-front airflow configurations

— 1+1 redundant hot-swappable 80 Plus Platinum-certified power supplies

— Hot swappable 3+1 redundant fan trays
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Figure 14 Cisco Nexus 93180YC-EX Switch

Cisco MDS 9132T 32-Gbps Fiber Channel Switch

The next-generation Cisco® MDS 9132T 32-Gbps 32-Port Fibre Channel Switch (Figure 15) provides high-
speed Fibre Channel connectivity from the server rack to the SAN core. It empowers small, midsize, and large
enterprises that are rapidly deploying cloud-scale applications using extremely dense virtualized servers, providing
the dual benefits of greater bandwidth and consolidation.

Small-scale SAN architectures can be built from the foundation using this low-cost, low-power, non-blocking,
line-rate, and low-latency, bi-directional airflow capable, fixed standalone SAN switch connecting both storage
and host ports.

Medium-size to large-scale SAN architectures built with SAN core directors can expand 32-Gbps connectivity to
the server rack using these switches either in switch mode or Network Port Virtualization (NPV) mode.

Additionally, investing in this switch for the lower-speed (4- or 8- or 16-Gbps) server rack gives you the option to
upgrade to 32-Gbps server connectivity in the future using the 32-Gbps Host Bus Adapter (HBA) that are
available today. The Cisco® MDS 9132T 32-Gbps 32-Port Fibre Channel switch also provides unmatched
flexibility through a unique port expansion module (Figure 16) that provides a robust cost-effective, field
swappable, port upgrade option.

This switch also offers state-of-the-art SAN analytics and telemetry capabilities that have been built into this next-
generation hardware platform. This new state-of-the-art technology couples the next-generation port ASIC with a
fully dedicated Network Processing Unit designed to complete analytics calculations in real time. The telemetry
data extracted from the inspection of the frame headers are calculated on board (within the switch) and, using an
industry-leading open format, can be streamed to any analytics-visualization platform. This switch also includes a
dedicated 10/100/1000BASE-T telemetry port to maximize data delivery to any telemetry receiver including Cisco
Data Center Network Manager.

Figure 15 Cisco 9132T 32-Gbps MDS Fibre Channel Switch

Figure 16 Cisco MDS 9132T 32-Gbps 16-Port Fibre Channel Port Expansion Module

e f[eatures

— High performance: MDS 9132T architecture, with chip-integrated nonblocking arbitration, provides
consistent 32-Gbps low-latency performance across all traffic conditions for every Fibre Channel
port on the switch.
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—  Capital Expenditure (CapEx) savings: The 32-Gbps ports allow users to deploy them on existing 16-
or 8-Gbps transceivers, reducing initial CapEx with an option to upgrade to 32-Gbps transceivers
and adapters in the future.

— High availability: MDS 9132T switches continue to provide the same outstanding availability and
reliability as the previous-generation Cisco MDS 9000 Family switches by providing optional
redundancy on all major components such as the power supply and fan. Dual power supplies also
facilitate redundant power grids.

— Pay-as-you-grow: The MDS 9132T Fibre Channel switch provides an option to deploy as few as
eight 32-Gbps Fibre Channel ports in the entry-level variant, which can grow by 8 ports to 16 ports,
and thereafter with a port expansion module with sixteen 32-Gbps ports, to up to 32 ports. This
approach results in lower initial investment and power consumption for entry-level configurations of
up to 16 ports compared to a fully loaded switch. Upgrading through an expansion module also
reduces the overhead of managing multiple instances of port activation licenses on the switch. This
unique combination of port upgrade options allow four possible configurations of 8 ports, 16 ports,
24 ports and 32 ports.

-~ Next-generation Application-Specific Integrated Circuit (ASIC): The MDS 9132T Fibre Channel
switch is powered by the same high-performance 32-Gbps Cisco ASIC with an integrated network
processor that powers the Cisco MDS 9700 48-Port 32-Gbps Fibre Channel Switching Module.
Among all the advanced features that this ASIC enables, one of the most notable is inspection of
Fibre Channel and Small Computer System Interface (SCSI) headers at wire speed on every flow in
the smallest form-factor Fibre Channel switch without the need for any external taps or appliances.
The recorded flows can be analyzed on the switch and also exported using a dedicated
10/100/T000BASE-T port for telemetry and analytics purposes.

— Intelligent network services: Slow-drain detection and isolation, VSAN technology, Access Control
Lists (ACLs) for hardware-based intelligent frame processing, smartzoning and fabric wide Quality of
Service (QoS) enable migration from SAN islands to enterprise wide storage networks. Traffic
encryption is optionally available to meet stringent security requirements.

— Sophisticated diagnostics: The MDS 9132T provides intelligent diagnostics tools such as Inter-
Switch Link (ISL) diagnostics, read diagnostic parameters, protocol decoding, network analysis tools,
and integrated Cisco Call Home capability for greater reliability, faster problem resolution, and
reduced service Costs.

— Virtual machine awareness: The MDS 9132T provides visibility into all virtual machines logged into
the fabric. This feature is available through HBAs capable of priority tagging the Virtual Machine
Identifier (VMID) on every FC frame. Virtual machine awareness can be extended to intelligent fabric
services such as analytics[1] to visualize performance of every flow originating from each virtual
machine in the fabric.

—  Programmable fabric: The MDS 9132T provides powerful Representational State Transfer (REST)
and Cisco NX-API capabilities to enable flexible and rapid programming of utilities for the SAN as well
as polling point-in-time telemetry data from any external tool.

— Single-pane management: The MDS 9132T can be provisioned, managed, monitored, and
troubleshot using Cisco Data Center Network Manager (DCNM), which currently manages the entire
suite of Cisco data center products.

— Self-contained advanced anticounterfeiting technology: The MDS 9132T uses on-board hardware
that protects the entire system from malicious attacks by securing access to critical components
such as the bootloader, system image loader and Joint Test Action Group (JTAG) interface.
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Hypervisor
This Cisco Validated Design includes VMware vSphere 6.7 Update1.

VMware vSphere 6.7

VMware provides virtualization software. VMware’s enterprise software hypervisors for servers VMware vSphere
ESX, vSphere ESXI, and vSphere—are bare-metal hypervisors that run directly on server hardware without
requiring an additional underlying operating system. VMware vCenter Server for vSphere provides central
management and complete control and visibility into clusters, hosts, virtual machines, storage, networking, and
other critical elements of your virtual infrastructure.

VMware vSphere 6.7 introduces many enhancements to vSphere Hypervisor, VMware virtual machines, vCenter
Server, virtual storage, and virtual networking, further extending the core capabilities of the vSphere platform.

Now VMware announced vSphere 6.7, which is one of the most feature rich releases of vSphere in quite some
time. The vCenter Server Appliance is taking charge in this release with several new features which we’ll cover in
this blog article. For starters, the installer has gotten an overhaul with a new modern look and feel. Users of both
Linux and Mac will also be ecstatic since the installer is now supported on those platforms along with Microsoft
Windows. If that wasn’t enough, the vCenter Server Appliance now has features that are exclusive such as:

e Migration

e Improved Appliance Management
e VMware Update Manager

e Native High Availability

e Built-in Backup / Restore

VMware vSphere Client

With VMware vSphere 6.7, a fully supported version of the HTML5-based vSphere Client that will run alongside
the vSphere Web Client. The vSphere Client is built into vCenter Server 6.7 (both Windows and Appliance) and is
enabled by default. While the HTML-5 based vSphere Client does not have full feature parity, the team has
prioritized many of the day-to-day tasks of administrators and continue to seek feedback on items that will enable
customers to use it full time. The vSphere Web Client continues to be accessible through
“http://<vcenter_fqdn>/vsphere-client” while the vSphere Client is reachable through “http://<vcenter_fgdn>/ui”.
VMware is periodically updating the vSphere Client outside of the normal vCenter Server release cycle. To make
sure it is easy and simple for customers to stay up to date the vSphere Client will be able to be updated without
any effects to the rest of vCenter Server.

Some of the benefits of the new vSphere Client:
e Clean, consistent Ul built on VMware’s new Clarity Ul standards (to be adopted across our portfolio)
e Built on HTML5 so it is truly a cross-browser and cross-platform application
e No browser plugins to install/manage
e Integrated into vCenter Server for 6.7 and fully supported

e Fully supports Enhanced Linked Mode
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e Users of the Fling have been extremely positive about its performance

VMware ESXi 6.7 Hypervisor

VMware vSphere 6.7 introduces the following new features in the hypervisor:

e Scalability Improvements

ESXi 6.7 dramatically increases the scalability of the platform. With vSphere Hypervisor 6.0, clusters
can scale to as many as 64 hosts, up from 32 in previous releases. With 64 hosts in a cluster,
vSphere 6.0 can support 8000 virtual machines in a single cluster. This capability enables greater
consolidation ratios, more efficient use of VMware vSphere Distributed Resource Scheduler (DRS),
and fewer clusters that must be separately managed. Each vSphere Hypervisor 6.7 instance can
support up to 480 logical CPUs, 12 terabytes (TB) of RAM, and 1024 virtual machines. By using the
newest hardware advances, ESXi 6.7 enables the virtualization of applications that previously had
been thought to be non-virtualizable.

e ESXI 6.7 Security Enhancements

Account management: ESXi 6.7 enables management of local accounts on the ESXi server using
new ESXi CLI commands. The capability to add, list, remove, and modify accounts across all hosts in
a cluster can be centrally managed using a vCenter Server system. Previously, the account and
permission management functions for ESXi hosts were available only for direct host connections. The
setup, removal, and listing of local permissions on ESXi servers can also be centrally managed.

Account lockout: ESXi Host Advanced System Settings have two new options for the management of
failled local account login attempts and account lockout duration. These parameters affect Secure
Shell (SSH) and vSphere Web Services connections, but not ESXi direct console user interface
(DCUI) or console shell access.

Password complexity rules: In previous versions of ESXi, password complexity changes had to be
made by manually editing the /etc/pam.d/passwd file on each ESXi host. In vSphere 6.0, an entry in
Host Advanced System Settings enables changes to be centrally managed for all hosts in a cluster.

Improved auditability of ESXi administrator actions: Prior to vSphere 6.0, actions at the vCenter
Server level by a named user appeared in ESXi logs with the vpxuser username: for example,
[user=vpxuser]. In vSphere 6.7, all actions at the vCenter Server level for an ESXi server appear in
the ESXi logs with the vCenter Server username: for example, [user=vpxuser: DOMAIN\User]. This
approach provides a better audit trail for actions run on a vCenter Server instance that conducted
corresponding tasks on the ESXi hosts.

Flexible lockdown modes: Prior to vSphere 6.7, only one lockdown mode was available. Feedback
from customers indicated that this lockdown mode was inflexible in some use cases. With vSphere
6.7, two lockdown modes are available:

= |n normal lockdown mode, DCUI access is not stopped, and users on the DCUI access list can ac-
cess the DCUI.

» In strict lockdown mode, the DCUI is stopped.

=  Exception users: vSphere 6.0 offers a new function called exception users. Exception users are lo-
cal accounts or Microsoft Active Directory accounts with permissions defined locally on the host to
which these users have host access. These exception users are not recommended for general us-
er accounts, but they are recommended for use by third-party applications—for service accounts,
for example—that need host access when either normal or strict lockdown mode is enabled. Per-
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missions on these accounts should be set to the bare minimum required for the application to per-
form its task and with an account that needs only read-only permissions on the ESXi host.
— Smart card authentication to DCUI: This function is for U.S. federal customers only. It enables DCUI
login access using a Common Access Card (CAC) and Personal Identity Verification (PIV). The ESXi
host must be part of an Active Directory domain.

Desktop Broker
This Cisco Validated Design includes Citrix XenDesktop 7.15 LTSR.

Citrix XenDesktop 7.15

Enterprise IT organizations are tasked with the challenge of provisioning Microsoft Windows apps and desktops
while managing cost, centralizing control, and enforcing the corporate security policy. Deploying Windows apps to
users in any location, regardless of the device type and available network bandwidth, enables a mobile workforce
that can improve productivity. With Citrix XenDesktop 7.15, IT can effectively control app and desktop provisioning
while securing data assets and lowering capital and operating expenses.

The XenDesktop 7.15 release offers these benefits:

Comprehensive virtual desktop delivery for any use case. The XenDesktop 7.15 release incorporates the full
power of XenApp, delivering full desktops or just applications to users. Administrators can deploy both XenApp
published applications and desktops (to maximize IT control at low cost) or personalized VDI desktops (with
simplified image management) from the same management console. Citrix XenDesktop 7.15 leverages
common policies and cohesive tools to govern both infrastructure resources and user access.

Simplified support and choice of BYO (Bring Your Own) devices. XenDesktop 7.15 brings thousands of
corporate Microsoft Windows-based applications to mobile devices with a native-touch experience and
optimized performance. HDX technologies create a “high definition” user experience, even for graphics
intensive design and engineering applications.

Lower cost and complexity of application and desktop management. XenDesktop 7.15 helps IT organizations
take advantage of agile and cost-effective cloud offerings, allowing the virtualized infrastructure to flex and
meet seasonal demands or the need for sudden capacity changes. IT organizations can deploy XenDesktop
application and desktop workloads to private or public clouds.

Protection of sensitive information through centralization. XenDesktop decreases the risk of corporate data
loss, enabling access while securing intellectual property and centralizing applications since assets reside in
the data center.

Virtual Delivery Agent improvements. Universal print server and driver enhancements and support for the HDX
3D Pro graphics acceleration for Windows 10 are key additions in XenDesktop 7.15.

Improved high-definition user experience. XenDesktop 7.15 continues the evolutionary display protocol
leadership with enhanced Thinwire display remoting protocol and Framehawk support for HDX 3D Pro.

Citrix XenApp and XenDesktop are application and desktop virtualization solutions built on a unified architecture so
they're simple to manage and flexible enough to meet the needs of all your organization's users. XenApp and
XenDesktop have a common set of management tools that simplify and automate IT tasks. You use the same
architecture and management tools to manage public, private, and hybrid cloud deployments as you do for on
premises deployments.

Citrix XenApp delivers:
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XenApp published apps, also known as server-based hosted applications: These are applications hosted from
Microsoft Windows servers to any type of device, including Windows PCs, Macs, smartphones, and tablets.
Some XenApp editions include technologies that further optimize the experience of using Windows
applications on a mobile device by automatically translating native mobile-device display, navigation, and
controls to Windows applications; enhancing performance over mobile networks; and enabling developers to
optimize any custom Windows application for any mobile environment.

XenApp published desktops, also known as server-hosted desktops: These are inexpensive, locked-down
Windows virtual desktops hosted from Windows server operating systems. They are well suited for users,
such as call center employees, who perform a standard set of tasks.

Virtual machine-hosted apps: These are applications hosted from machines running Windows desktop
operating systems for applications that can’t be hosted in a server environment.

Windows applications delivered with Microsoft App-V: These applications use the same management tools
that you use for the rest of your XenApp deployment.

Citrix XenDesktop: Includes significant enhancements to help customers deliver Windows apps and desktops
as mobile services while addressing management complexity and associated costs. Enhancements in this
release include:

Unified product architecture for XenApp and XenDesktop: The FlexCast Management Architecture (FMA). This
release supplies a single set of administrative interfaces to deliver both hosted-shared applications (RDS) and
complete virtual desktops (VDI). Unlike earlier releases that separately provisioned Citrix XenApp and
XenDesktop farms, the XenDesktop 7.15 release allows administrators to deploy a single infrastructure and
use a consistent set of tools to manage mixed application and desktop workloads.

Support for extending deployments to the cloud. This release provides the ability for hybrid cloud provisioning
from Microsoft Azure, Amazon Web Services (AWS) or any Cloud Platform-powered public or private cloud.
Cloud deployments are configured, managed, and monitored through the same administrative consoles as
deployments on traditional on-premises infrastructure.

Citrix XenDesktop delivers:

VDI desktops: These virtual desktops each run a Microsoft Windows desktop operating system rather than
running in a shared, server-based environment. They can provide users with their own desktops that they can
fully personalize.

Hosted physical desktops: This solution is well suited for providing secure access to powerful physical
machines, such as blade servers, from within your data center.

Remote PC access: This solution allows users to log in to their physical Windows PC from anywhere over a
secure XenDesktop connection.

Server VDI: This solution is designed to provide hosted desktops in multitenant, cloud environments.

Capabilities that allow users to continue to use their virtual desktops: These capabilities let users continue to
work while not connected to your network.

This product release includes the following new and enhanced features:

ﬂ Some XenDesktop editions include the features available in XenApp.

40



Solution Components

Zones

Deployments that span widely-dispersed locations connected by a WAN can face challenges due to network
latency and reliability. Configuring zones can help users in remote regions connect to local resources without
forcing connections to traverse large segments of the WAN. Using zones allows effective Site management from
a single Citrix Studio console, Citrix Director, and the Site database. This saves the costs of deploying, staffing,
licensing, and maintaining additional Sites containing separate databases in remote locations.

Zones can be helpful in deployments of all sizes. You can use zones to keep applications and desktops closer to
end users, which improves performance.

For more information, see the Zones article.

Improved Database Flow and Configuration

When you configure the databases during Site creation, you can now specify separate locations for the Site,
Logging, and Monitoring databases. Later, you can specify different locations for all three databases. In previous
releases, all three databases were created at the same address, and you could not specify a different address for
the Site database later.

You can now add more Delivery Controllers when you create a Site, as well as later. In previous releases, you
could add more Controllers only after you created the Site.

For more information, see the Databases and Controllers articles.

Application Limits

Configure application limits to help manage application use. For example, you can use application limits to manage
the number of users accessing an application simultaneously. Similarly, application limits can be used to manage
the number of simultaneous instances of resource-intensive applications, this can help maintain server
performance and prevent deterioration in service.

For more information, see the Manage applications article.

Multiple Notifications before Machine Updates or Scheduled Restarts

You can now choose to repeat a notification message that is sent to affected machines before the following types
of actions begin:

e Updating machines in a Machine Catalog using a new master image
e Restarting machines in a Delivery Group according to a configured schedule

If you indicate that the first message should be sent to each affected machine 15 minutes before the update or
restart begins, you can also specify that the message is repeated every five minutes until the update/restart
begins.

For more information, see the Manage Machine Catalogs and Manage Delivery Groups articles.

API Support for Managing Session Roaming

By default, sessions roam between client devices with the user. When the user launches a session and then
moves to another device, the same session is used, and applications are available on both devices. The
applications follow, regardless of the device or whether current sessions exist. Similarly, printers and other
resources assigned to the application follow.

41


https://docs.citrix.com/en-us/xenapp-and-xendesktop/7-15-ltsr/manage-deployment/zones.html
https://docs.citrix.com/en-us/xenapp-and-xendesktop/7-15-ltsr/technical-overview/databases.html
https://docs.citrix.com/en-us/xenapp-and-xendesktop/7-15-ltsr/manage-deployment/delivery-controllers.html
https://docs.citrix.com/en-us/xenapp-and-xendesktop/7-15-ltsr/manage-deployment/applications-manage.html
https://docs.citrix.com/en-us/xenapp-and-xendesktop/7-15-ltsr/install-configure/machine-catalogs-manage.html
https://docs.citrix.com/en-us/xenapp-and-xendesktop/7-15-ltsr/install-configure/delivery-groups-manage.html

Solution Components

ﬂ You can now use the PowerShell SDK to tailor session roaming. This was an experimental feature in the
previous release.

For more information, see the Sessions article.

API Support for Provisioning Virtual Machines from Hypervisor Templates

When using the PowerShell SDK to create or update a Machine Catalog, you can now select a template from
other hypervisor connections. This is in addition to the currently-available choices of virtual machine images and
snapshots.

Support for New and Additional Platforms

ﬂ See the System requirements article for full support information. Information about support for third-party
product versions is updated periodically.

By default, SQL Server 2014 SP2 Express is installed when installing the Controller, if an existing supported SQL
Server installation is not detected.

You can install Studio or VDAs for Windows Desktop OS on machines running Windows 10.
You can create connections to Microsoft Azure virtualization resources.

Figure 17 Logical Architecture of Citrix XenDesktop
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Citrix Provisioning Services 7.15

Most enterprises struggle to keep up with the proliferation and management of computers in their environments.
Each computer, whether it is a desktop PC, a server in a data center, or a kiosk-type device, must be managed as
an individual entity. The benefits of distributed processing come at the cost of distributed management. It costs
time and money to set up, update, support, and ultimately decommission each computer. The initial cost of the
machine is often dwarfed by operating costs.

Citrix PVS takes a very different approach from traditional imaging solutions by fundamentally changing the
relationship between hardware and the software that runs on it. By streaming a single shared disk image (vDisk)
rather than copying images to individual machines, PVS enables organizations to reduce the number of disk
images that they manage, even as the number of machines continues to grow, simultaneously providing the
efficiency of centralized management and the benefits of distributed processing.

In addition, because machines are streaming disk data dynamically and in real time from a single shared image,
machine image consistency is essentially ensured. At the same time, the configuration, applications, and even the
OS of large pools of machines can be completed changed in the time it takes the machines to reboot.

Using PVS, any vDisk can be configured in standard-image mode. A vDisk in standard-image mode allows many
computers to boot from it simultaneously, greatly reducing the number of images that must be maintained and the
amount of storage that is required. The vDisk is in read-only format, and the image cannot be changed by target
devices.

Benefits for Citrix XenApp and Other Server Farm Administrators

If you manage a pool of servers that work as a farm, such as Citrix XenApp servers or web servers, maintaining a
uniform patch level on your servers can be difficult and time consuming. With traditional imaging solutions, you
start with a clean golden master image, but as soon as a server is built with the master image, you must patch that
individual server along with all the other individual servers. Rolling out patches to individual servers in your farm is
not only inefficient, but the results can also be unreliable. Patches often fail on an individual server, and you may
not realize you have a problem until users start complaining or the server has an outage. After that happens,
getting the server resynchronized with the rest of the farm can be challenging, and sometimes a full reimaging of
the machine is required.

With Citrix PVS, patch management for server farms is simple and reliable. You st