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Executive Summary

CISCO. MNetApp

Executive Summary

Cisco Validated Designs include systems and solutions that are designed, tested, and documented to facilitate and improve
customer deployments. These designs incorporate a wide range of technologies and products into a portfolio of solutions
that have been developed to address the business needs of customers. Cisco and NetApp have partnered to deliver
FlexPod, which serves as the foundation for a variety of workloads and enables efficient architectural designs that are based
on customer requirements. A FlexPod solution is a validated approach for deploying Cisco and NetApp technologies as a
shared cloud infrastructure.

This document describes the Cisco and NetApp® FlexPod Datacenter with Cisco UCS Manager unified software release
3.1(3a) and Microsoft Hyper-V 2016. Cisco UCS Manager (UCSM) 3.1 provides consolidated support for all the current Cisco
UCS Fabric Interconnect models (6200, 6300, 6324 (Cisco UCS Mini)), 2200/2300 series IOM, Cisco UCS B-Series, and Cisco
UCS C-Series. FlexPod Datacenter with Cisco UCS unified software release 3.1(3a), and Microsoft Hyper-V 2016 is a
predesigned, best-practice data center architecture built on Cisco Unified Computing System (UCS), Cisco Nexus® gooo
family of switches, MDS gooo multilayer fabric switches, and NetApp All Flash FAS (AFF).

This document primarily focuses on deploying Microsoft Hyper-V 2016 Cluster on FlexPod Datacenter using Fibre Channel
and SMB storage protocols. The Appendix section covers the delta changes on the configuration steps using iSCSI and
FCoE storage protocol for the same deployment model.
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Solution Overview

Solution Overview
]

Introduction

The current industry trend in data center design is towards shared infrastructures. By using virtualization along with pre-
validated IT platforms, enterprise customers have embarked on the journey to the cloud by moving away from application
silos and toward shared infrastructure that can be quickly deployed, thereby increasing agility and reducing costs. Cisco and
NetApp have partnered to deliver FlexPod, which uses best of breed storage, server and network components to serve as
the foundation for a variety of workloads, enabling efficient architectural designs that can be quickly and confidently
deployed.

Audience

The audience for this document includes, but is not limited to, sales engineers, field consultants, professional services, IT
managers, partner engineers, and customers who want to take advantage of an infrastructure built to deliver IT efficiency
and enable IT innovation.

Purpose of this Document

This document provides a step by step configuration and implementation guidelines for the FlexPod Datacenter with Cisco
UCS Fabric Interconnects, NetApp AFF, and Cisco Nexus gooo solution. This document primarily focuses on deploying
Microsoft Hyper-V 2016 Cluster on FlexPod Datacenter using Fibre Channel and SMB storage protocols. The Appendix
section covers the delta changes on the configuration steps using iISCSI and FCoE storage protocol for the same
deployment model.

What's New?

The following design elements distinguish this version of FlexPod from previous FlexPod models:

e Support for the Cisco UCS 3.1(3a) unified software release, Cisco UCS B200-M servers, and Cisco UCS C220-
My servers

e  Support for the latest release of NetApp ONTAP® g.1
e SMB, Fibre channel, FCoE and iSCSI storage design

e Validation of Microsoft Hyper-V 2016
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Architecture

FlexPod architecture is highly modular, or pod-like. Although each customer's FlexPod unit might vary in its exact
configuration, after a FlexPod unit is built, it can easily be scaled as requirements and demands change. This includes both
scaling up (adding additional resources within a FlexPod unit) and scaling out (adding additional FlexPod units). Specifically,
FlexPod is a defined set of hardware and software that serves as an integrated foundation for all virtualization solutions.
FlexPod validated with Microsoft Hyper-V 2016 includes NetApp All Flash FAS storage, Cisco Nexus® networking, Cisco
Unified Computing System (Cisco UCS®), Microsoft System Center Operation Manager and Microsoft Virtual Machine
Manager in a single package. The design is flexible enough that the networking, computing, and storage can fitin a single
data center rack or be deployed according to a customer's data center design. Port density enables the networking
components to accommodate multiple configurations of this kind.

The reference architectures detailed in this document highlight the resiliency, cost benefit, and ease of deployment across
multiple storage protocols. A storage system capable of serving multiple protocols across a single interface allows for the
customer choice and investment protection because it truly is a wire-once architecture.

Figure 1 shows the Microsoft Hyper-V built on FlexPod components and its physical cabling with the Cisco UCS 6332-16UP
Fabric Interconnects. This design has end-to-end 40 Gb Ethernet connections from Cisco UCS 5108 Blade Chassis, Cisco
UCS C-Series rackmount servers, a pair of Cisco UCS Fabric Interconnects, Cisco Nexus gooo switches, through NetApp AFF
A300. This infrastructure option can be expanded by introducing a pair of Cisco MDS switches between the UCS Fabric
Interconnects and the NetApp AFF A300 to provide the FC-booted hosts with a file-level shared storage access. The
reference architecture reinforces the "wire-once" strategy, because the additional storage can be introduced into the
existing architecture without a need for re-cabling from the hosts to the Cisco UCS Fabric Interconnects.
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Physical Topology
Figure 1 FlexPod with Cisco UCS 6332-16UP Fabric Interconnects
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The reference 40Gb based hardware configuration includes:

e Two Cisco Nexus 9332PQ switches
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Two Cisco UCS 6332-16UP fabric interconnects
Two Cisco MDS 9148S multilayer fabric switches
One chassis of Cisco UCS blade servers

Two Cisco UCS C220My rack servers

One NetApp AFF A300 (HA pair) running ONTAP with disk shelves and solid state drives (SSD)

Figure 2 shows the Microsoft Hyper-V built on FlexPod components and its physical connections with the Cisco UCS
6248UP Fabric Interconnects. This design is identical to the 6332-16UP based topology, but has 10Gb Ethernet connecting
through a pair of Cisco Nexus 93180YC-EX switches to access SMB file share to the AFF A300. Alternately, the same Nexus
9332PQ switch can be used as the UCS 6332-16UP with a QSFP breakout cable and port configuration setting on the
9332PQ switch.
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Figure 2 FlexPod with Cisco UCS 6248UP Fabric Interconnects
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The reference hardware configuration includes:
e  Two Cisco Nexus 93180YC-EX switches
e Two Cisco UCS 6248UP fabric interconnects
e  Two Cisco MDS 9148S multilayer fabric switches
e One NetApp AFF A300 (HA pair) running ONTAP with Disk shelves and Solid State Drives (SSD)

All systems and fabric links feature redundancy and provide end-to-end high availability. For server virtualization, the
deployment includes Microsoft Hyper-V 2016. Although this is the base design, each of the components can be scaled
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flexibly to support specific business requirements. For example, more (or different) blades and chassis could be deployed to
increase compute capacity, additional disk shelves could be deployed to improve I/O capacity and throughput, or special
hardware or software features could be added to introduce new features.
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Software Revisions

Table 1 lists the software revisions for this solution.

Tablex Software Revisions

Layer Device Image Comments
e  Cisco UCS Fabric 3.1(3a) - Includes the Cisco
I6ntercsonr.1ects 6200 and gfradsltructure UCS-I0M 2304 Cisco
Compute 300 >eries. undie UCS Manager, Cisco
e UCSB-200Mg, UCS C- 3.1(2f) — Server gcs VLIJchgcr)Canth
220 M4 Bundle I5co 1365
Network Cisco Nexus 9ooo NX- 5.0(3)14(5)
0sS
NetApp AFF A3o00 ONTAP 9.1
Storage
Cisco MDS 9148S 7.3(0)Da(2)
Cisco UCS Manager 3.1(3a)
Microsoft System 2016 (version:
Center Virtual Machine 0.2051.0) '
Manager 4-0-2051.
Software
Microsoft Hyper-V 2016
Microsoft System .
) 2016 (version:
Center Operation 2.11878.0)
Manager 7:2-11575.

Configuration Guidelines

This document provides details on configuring a fully redundant, highly available reference model for a FlexPod unit with
NetApp ONTAP storage. Therefore, reference is made to the component being configured with each step, as either o1 or 02
or A and B. In this CVD we have used nodeo1 and nodeoz2 to identify the two NetApp storage controllers provisioned in this
deployment model. Similarly, Cisco Nexus A and Cisco Nexus B refer to the pair of Cisco Nexus switches configured.
Likewise the Cisco UCS Fabric Interconnects are also configured in the same way. Additionally, this document details the
steps for provisioning multiple Cisco UCS hosts, and these examples are identified as: Hyper-V-Host-o1, Hyper-V-Host-02
to represent infrastructure hosts deployed to each of the fabric interconnects in this document. Finally, to indicate that you
should include information pertinent to your environment in a given step, <text> appears as part of the command structure.
See the following example for the network port vlan create command:

Usage:
network port vlan create ?
[-node] <nodename> Node

{ [-vlan-name] {<netport>|<ifgrp>} VLAN Name
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| -port {<netport>|<ifgrp>}  Associated Network Port
[-vlan-id] <integer>} Network Switch VLAN Identifier
Example:

network port vlan -node <nodeo1> -vlan-name ioa-<vlan id>

This document is intended to enable you to fully configure the customer environment. In this process, various steps require
you to insert customer-specific naming conventions, IP addresses, and VLAN schemes, as well as to record appropriate
MAC addresses. Table 3 lists the virtual machines (VMs) necessary for deployment as outlined in this guide. Table 2
describes the VLANSs necessary for deployment as outlined in this guide.

Table2 Necessary VLANs

ID Used in Validating

VLAN Name This Document

VLAN Purpose

VLAN for out-of-band

Out-of-Band-Mgmt management interfaces 13
MS-IB-MGMT YLAN for in-band management 904
interfaces
Native-VLAN VLAN t'o which untagged frames ,
are assigned
\I\;‘LSA,S\,MB_l_VLAN & M5-SMB-2- VLAN for SMB traffic 3052/3053

VLAN designated for the
movement of VMs from one 906
physical host to another.

MS-LVMN-VLAN

MS-Cluster-VLAN VLAN for cluster connectivity 907
MS-Tenant-VM-VLAN VLAN for Production VM 908
Interfaces

Table 3 lists the VMs necessary for deployment as outlined in this document.

Table3 Virtual Machines

Virtual Machine Description Host Name
Active Directory (AD) MS-AD
Microsoft System Center Virtual Machine Manager MS-SCVMM
Microsoft System Center Operation Manager MS-SCOM

Physical Infrastructure

FlexPod Cabling

The information in this section is provided as a reference for cabling the physical equipment in a FlexPod environment. To
simplify cabling requirements, the tables include both local and remote device and port locations.
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The tables in this section contain details for the prescribed and supported configuration of the NetApp AFF A300 running
NetApp ONTAP® g.1.

# For any modifications of this prescribed architecture, consult the NetApp Interoperability Matrix Tool (IMT).Cisco Hy-
perFlex documents need Cisco.com login credentials. Please login to access these documents.

This document assumes that out-of-band management ports are plugged into an existing management infrastructure at
the deployment site. These interfaces will be used in various configuration steps. Make sure to use the cabling directions in
this section as a guide.

The NetApp storage controller and disk shelves should be connected according to best practices for the specific storage
controller and disk shelves. For disk shelf cabling, refer to the Universal SAS and ACP Cabling Guide:
https://library.netapp.com/ecm/ecm get file/ECMM1280392.

Figure 3 details the cable connections used in the validation lab for the 40Gb end-to-end with Fibre Channel topology based
on the Cisco UCS 6332-16UP Fabric Interconnect. Two 16Gb uplinks connect as port-channels to each of the FIs from the
Cisco MDS switches, and a total of four 16Gb links connect to the NetApp AFF controllers from the MDS switches. An
additional 2:Gb management connection is required for an out-of-band network switch apart from the FlexPod
infrastructure. Cisco UCS fabric interconnects and Cisco Nexus switches are connected to the out-of-band network switch,
and each NetApp AFF controller has two connections to the out-of-band network switch.


http://support.netapp.com/matrix/
https://library.netapp.com/ecm/ecm_get_file/ECMM1280392
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Figure 3 FlexPod Cabling with Cisco UCS 6332-16UP Fabric Interconnect

FC1 || FCu

E1N7 || E118 || E119

UCS 6332-16UP
M || 2 Fabric Interconnect — A |EV27 | |E1i28

Uplink
Ports

1 E E (1]
2| * 2z
bl m
Y R
3] o
5108 Chassis
UCS C220 M4
L B
/ Fl Server Ports \

FCu
32

FC
31

E13

Pq12 12
E1125 E1/26
Nexus 9332PX Switch - A

E114

EI E119 ([ e || E117
& UCS 6332-16UP
'——_'E, Eilzy | [EE Eabric Interconnect - B
Po126 <1777 Uplink
Ports
DB
E1/25 E126
.-' E1r27
Peé;r !-_ink Nexus 9332PX Switch - B
et E1/28
N E3 E1/4
Po10

H@D

NetApp AFF A300
Controller - A

NetApp AFF A300
Controller - B

L E11

MDS 9148S Switch - A

Figure 4 details the cabling connections used in the alternate 10Gb end-to-end topology based on the Cisco UCS 6248UP
Fabric Interconnect using Cisco MDS switches for 8Gb Fibre Channel links. As with the 40Gb topology, an out-of-band
connection is also required. Cisco UCS fabric interconnect and Cisco Nexus connects to the out-of-band network switch,
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and each NetApp AFF controller will have two connections to the out-of-band network switch.
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Figure 4 FlexPod Cabling with Cisco UCS 6248UP Fabric Interconnect
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Active Directory DC/DNS

Production environments at most customer’s location might have an active directory and DNS infrastructure configured; the
FlexPod with Microsoft Windows Server 2016 Hyper-V deployment model does not require an additional domain controller to
be setup. The optional domain controllers is omitted from the configuration in this case or used as a resource domain. In this

document we have used an existing AD domain controller and an AD integrated DNS server role running on the same server,
which is available in our lab environment.

Microsoft System Center 2016

This document does not cover the steps to install Microsoft System Center Operations Manager (SCOM) and Virtual
Machine Manager (SCYMM). Follow Microsoft guidelines to install SCOM and SCVMM 2016:

e SCOM: https://docs.microsoft.com/en-us/system-center/scom/deploy-overview

e  SCVMM: https://docs.microsoft.com/en-us/system-center/vmm/install-console



https://docs.microsoft.com/en-us/system-center/scom/deploy-overview
https://docs.microsoft.com/en-us/system-center/vmm/install-console
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This section provides a detailed procedure for configuring the Cisco Nexus gooos for use in a FlexPod environment. Follow
these steps precisely because failure to do so could result in an improper configuration.

Physical Connectivity

Follow the physical connectivity guidelines for FlexPod as covered in the section "FlexPod Cabling".

FlexPod Cisco Nexus Base

The following procedures describe how to configure the Cisco Nexus switches for use in a base FlexPod environment. This
procedure assumes the use of Cisco Nexus 9000 7.0(3)14(5), and is valid for both the Cisco Nexus 9332PQ switches deployed
with the 40Gb end-to-end topology, and the Cisco Nexus 93180YC-EX switches used in the 10Gb based topology.

# The following procedure includes the setup of NTP distribution on the in-band management VLAN. The interface-vlan
feature and ntp commands are used to set this up. This procedure also assumes that the default VRF is used to route
the in-band management VLAN.

Set Up Initial Configuration

Cisco Nexus A

To set up the initial configuration for the Cisco Nexus A switch on <nexus-A-hostname>, complete the following steps:

1. Configure the switch.

ﬂ On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatical-
ly start and attempt to enter Power on Auto Provisioning.

Abort Power on Auto Provisioning and continue with normal setup? (yes/no) [n]: yes
Do you want to enforce secure password standard (yes/no) [y]: Enter

Enter the password for "admin": <password>

Confirm the password for "admin": <password>

Would you like to enter the basic configuration dialog (yes/no): yes

Create another login account (yes/no) [n]: Enter

Configure read-only SNMP community string (yes/no) [n]: Enter

Configure read-write SNMP community string (yes/no) [n]: Enter

Enter the switch name: <nexus-A-hostname>

Continue with Out-of-band (mgmto) management configuration? (yes/no) [yl: Enter
Mgmto IPv4 address: <nexus-A-mgmto-ip>

Mgmto IPv4 netmask: <nexus-A-mgmto-netmask>
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Configure the default gateway? (yes/no) [y]: Enter

IPv4 address of the default gateway: <nexus-A-mgmto-gw>

Configure advanced IP options? (yes/no) [n]: Enter

Enable the telnet service? (yes/no) [n]: Enter

Enable the ssh service? (yes/no) [y]: Enter

Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter
Number of rsa key bits <1024-2048> [1024]: Enter

Configure the ntp server? (yes/no) [n]:y

NTP server IPvs4 address: <global-ntp-server-ip>

Configure default interface layer (L3/L2) [L3]: L2

Configure default switchport interface state (shut/noshut) [shut]: Enter
Configure CoPP system profile (strict/moderate/lenient/dense/skip) [strict]: Enter
Would you like to edit the configuration? (yes/no) [n]: Enter

2. Review the configuration summary before enabling the configuration.
Use this configuration and save it? (yes/no) [y]: Enter

Cisco Nexus B

To set up the initial configuration for the Cisco Nexus B switch on <nexus-B-hostname>, complete the following steps:

1. Configure the switch.

# On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatical-
ly start and attempt to enter Power on Auto Provisioning.

Abort Power on Auto Provisioning and continue with normal setup? (yes/no) [n]: yes
Do you want to enforce secure password standard (yes/no) [y]: Enter

Enter the password for "admin": <password>

Confirm the password for "admin": <password>

Would you like to enter the basic configuration dialog (yes/no): yes

Create another login account (yes/no) [n]: Enter

Configure read-only SNMP community string (yes/no) [n]: Enter

Configure read-write SNMP community string (yes/no) [n]: Enter

Enter the switch name: <nexus-B-hostname>

Continue with Out-of-band (mgmto) management configuration? (yes/no) [y]: Enter



Network Switch Configuration

Mgmto IPv4 address: <nexus-B-mgmto-ip>

Mgmto IPv4 netmask: <nexus-B-mgmto-netmask>

Configure the default gateway? (yes/no) [y]: Enter

IPv4 address of the default gateway: <nexus-B-mgmto-gw>

Configure advanced IP options? (yes/no) [n]: Enter

Enable the telnet service? (yes/no) [n]: Enter

Enable the ssh service? (yes/no) [y]: Enter

Type of ssh key you would like to generate (dsa/rsa) [rsa]: Enter
Number of rsa key bits <1024-2048> [1024]: Enter

Configure the ntp server? (yes/no) [n]:y

NTP server IPv4 address: <global-ntp-server-ip>

Configure default interface layer (L3/L2) [L3]: L2

Configure default switchport interface state (shut/noshut) [shut]: Enter
Configure CoPP system profile (strict/moderate/lenient/dense/skip) [strict]: Enter
Would you like to edit the configuration? (yes/no) [n]: Enter

2. Review the configuration summary before enabling the configuration.

Use this configuration and save it? (yes/no) [y]: Enter

FlexPod Cisco Nexus Switch Configuration

Enable Licenses

Cisco Nexus A and Cisco Nexus B

To license the Cisco Nexus switches, complete the following steps:

1. Loginasadmin.
2. Runthe following commands:

config t

feature interface-vlan
feature lacp

feature vpc

feature lldp

feature nxapi



Network Switch Configuration

Set Global Configurations

Cisco Nexus A and Cisco Nexus B

To set global configurations, complete the following step on both switches.
Run the following commands to set global configurations:

spanning-tree port type network default

spanning-tree port type edge bpduguard default

spanning-tree port type edge bpdufilter default

port-channel load-balance src-dst l4port

ntp server <global-ntp-server-ip> use-vrf management

ntp master 3

ip route 0.0.0.0/0 <ib-mgmt-vlan-gateway>

copy run start

Create VLANS

Cisco Nexus A and Cisco Nexus B

To create the necessary virtual local area networks (VLANs), complete the following step on both the switches.
From the global configuration mode, run the following commands:

vlan <ms-ib-mgmt-vlan-id>

name MS-IB-MGMT-VLAN

vlan <native-vlan-id>

name Native-VLAN

vlan < ms-lvmn-vlan-id>

name MS-LVMN-VLAN

vlan <ms-tenant-vm-vlan-id>

name MS-Tenant-VM-VLAN

vlan <ms-cluster-vlan-id>

name MS-Cluster-VLAN

vlan <ms-SMB-1-vlan-id>

name MS-SMB-1-VLAN

vlan <ms-SMB-2-vlan-id>

name MS-SMB-2-VLAN

exit
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Add NTP Distribution Interface

Cisco Nexus A

From the global configuration mode, run the following commands:
ntp source <switch-a-ntp-ip>
interface Vlan<ib-mgmt-vlan-id>
ip address <switch-a-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown
exit

Cisco Nexus B

From the global configuration mode, run the following commands:
ntp source <switch-b-ntp-ip>
interface Vlan<ib-mgmt-vlan-id>
ip address <switch-b-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exit

Add Individual Port Descriptions for Troubleshooting

Cisco Nexus A

To add individual port descriptions for troubleshooting activity and verification for switch A, complete the following step:

# In this step and in the later sections, configure the AFF nodename <st-node> and Cisco UCS 6332-16UP or UCS 6248UP
fabric interconnect clustername <ucs-clustername> interfaces as appropriate to your deployment.

From the global configuration mode, run the following commands:
interface Eth1/3
description <st-node>-1:e2a
interface Etha/s4
description <st-node>-2:e2a
interface Eth1/25
description <ucs-clustername>-a:1/27
interface Eth1/26
description <ucs-clustername>-b:1/27

interface Etha/27



Network Switch Configuration

description <nexus-hostname>-b:1/27
interface Eth1/28
description <nexus-hostname>-b:1/28
exit
Cisco Nexus B
To add individual port descriptions for troubleshooting activity and verification for switch B, complete the following step:
From the global configuration mode, run the following commands:
interface Etha/3
description <st-node>-1:e2e
interface Etha/s
description <st-node>-2:e2e
interface Ethi/25
description <ucs-clustername>-a:1/28
interface Etha/26
description <ucs-clustername>-b:1/28
interface Etha/27
description <nexus-hostname>-a:1/27
interface Eth1/28
description <nexus-hostname>-a:1/28

exit

Create Port Channels

Cisco Nexus A and Cisco Nexus B

To create necessary port channels between the devices, complete the following step on both the switches.
From the global configuration mode, run the following commands:

interface Po1o

description vPC peer-link

interface Etha/27-28

channel-group 10 mode active

no shutdown

interface Po13

description <st-node>-1



Network Switch Configuration

interface Eth1/3

channel-group 13 mode active
no shutdown

interface Po14

description <st-node>-2
interface Etha/s

channel-group 14 mode active
no shutdown

interface Po125

description <ucs-clustername>-a
interface Ethi/25

channel-group 125 mode active
no shutdown

interface Po126

description <ucs-clustername>-b
interface Etha/26

channel-group 126 mode active
no shutdown

exit

copy run start

Configure Port Channel Parameters

Cisco Nexus A and Cisco Nexus B

To configure port channel parameters, complete the following step on both the switches.
From the global configuration mode, run the following commands:

interface Po1o

switchport mode trunk

switchport trunk native vlan 2

switchport trunk allowed vlan <ib-mgmt-vlan-id>, <infra-SMB-1-id>, <infra-SMB-2-id>, <LiveMigration-vlan-id>,
<vm-traffic-vlan-id>, <infra-ClusterComme-id>,

spanning-tree port type network

interface Po13
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switchport mode trunk

switchport trunk native vlan 2

switchport trunk allowed vlan <ib-mgmt-vlan-id>, <infra-SMB-1-id>, <infra-SMB-2-id>
spanning-tree port type edge trunk

mtu 9216

interface Poi4

switchport mode trunk

switchport trunk native vian 2

switchport trunk allowed vlan <ib-mgmt-vlan-id>, <infra-SMB-1-id>, <infra-SMB-2-id>
spanning-tree port type edge trunk

mtu 9216

interface Po125

switchport mode trunk

switchport trunk native vian 2

switchport trunk allowed vlan <ib-mgmt-vlan-id>, <infra-SMB-1-id>, <infra-SMB-2-id>, <LiveMigration-vlan-id>,
<vm-traffic-vlan-id>, <infra-ClusterComm-id>

spanning-tree port type edge trunk
mtu 9216

interface Po126

switchport mode trunk

switchport trunk native vlan 2

switchport trunk allowed vlan <ib-mgmt-vlan-id>, <infra-SMB-1-id>, <infra-SMB-2-id>, <LiveMigration-vlan-id>,
<vm-traffic-vlan-id>, <infra-ClusterComm-id>

spanning-tree port type edge trunk
mtu 9216
exit

copy run start

Configure Virtual Port Channels

Cisco Nexus A

To configure virtual port channels (vPCs) for switch A, complete the following step.

From the global configuration mode, run the following commands:
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vpc domain <nexus-vpc-domain-id>
role priority 10

peer-keepalive destination <nexus-B-mgmto-ip> source <nexus-A-mgmto-ip>
peer-switch

peer-gateway

auto-recovery

delay restore 150

interface Po1o

vpc peer-link

interface Po13

vpc 13

interface Poi4

vpC 14

interface Po125

VpC 125

interface Po126

vpc 126

exit

copy run start

Cisco Nexus B

To configure vPCs for switch B, complete the following step.
From the global configuration mode, run the following commands:
vpc domain <nexus-vpc-domain-id>
role priority 20
peer-keepalive destination <nexus-A-mgmto-ip> source <nexus-B-mgmto-ip>
peer-switch
peer-gateway
auto-recovery
delay restore 150
interface Po1o

vpc peer-link
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interface Po13
vpc 13

interface Po14
VpC 14
interface Po125
vpc 125
interface Po126
vpc 126

exit

copy run start

Uplink into Existing Network Infrastructure

Depending on the available network infrastructure, several methods and features can be used to provide uplink
connectivity to the FlexPod environment. If a Cisco Nexus environment is present, we recommend using vPCs with the
Cisco Nexus switches included in the FlexPod environment. The previously described procedures can be used to create an
uplink vPC to the existing environment. Make sure to run copy run start to save the configuration on each switch after
completing the configuration.
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Storage Configuration

NetApp All Flash FAS A3o0 Controllers

ﬂ Pursuant to best practices, NetApp recommends the following command on the LOADER prompt of the NetApp con-
trollers to assist with LUN stability during copy operations. To access the LOADER prompt, connect to the controller via se-
rial console port or Service Processor connection and press Ctrl-C to halt the boot process when prompted: setenv boot-
arg.tmgr.disable_pit_hp 1

# For more information about the workaround, please see the NetApp public report. Note that a NetApp login is required
to view the report: http://nt-ap.com/2wémyrs

# For more information about Windows Offloaded Data Transfers see: https://technet.microsoft.com/en-
us/library/hh831628(v=ws.11).aspx

NetApp Hardware Universe

The NetApp Hardware Universe (HWU) application provides supported hardware and software components for any specific
ONTAP version. It provides configuration information for all the NetApp storage appliances currently supported by ONTAP
software. It also provides a table of component compatibilities. Confirm that the hardware and software components that
you would like to use are supported with the version of ONTAP that you plan to install by using the HWU application at the

NetApp Support site.

Access the HWU application to view the System Configuration guides. Click the Controllers tab to view the compatibility
between different version of the ONTAP software and the NetApp storage appliances with your desired specifications.
Alternatively, to compare components by storage appliance, click Compare Storage Systems.

Controllers

Follow the physical installation procedures for the controllers found in the AFF A300 Series product documentation at the
NetApp Support site.

Disk Shelves

NetApp storage systems support a wide variety of disk shelves and disk drives. The complete list of disk shelves that are
supported by the AFF A3oo0 is available at the NetApp Support site.

For SAS disk shelves with NetApp storage controllers, refer to the SAS Disk Shelves Universal SAS and ACP Cabling Guide
for proper cabling guidelines.

NetApp ONTAP 9.1

Complete Configuration Worksheet

Before running the setup script, complete the cluster setup worksheet from the ONTAP g.1 Software Setup Guide. You
must have access to the NetApp Support site to open the cluster setup worksheet.
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Storage Configuration

Configure ONTAP Nodes

Before running the setup script, review the configuration worksheets in the ONTAP g.1 Software Setup Guide to learn
about configuring ONTAP. Table 4 lists the information needed to configure two ONTAP nodes. Customize the cluster
detail values with the information applicable to your deployment.

Table 4, ONTAP software installation prerequisites

Cluster Detail

Cluster Detail Value

Cluster node o1 IP address

<nodeoi-mgmt-ip>

Cluster node 01 netmask

<nodeo1-mgmt-mask>

Cluster node o1 gateway

<nodeo1-mgmt-gateway>

Cluster node o2 IP address

<nodeo2-mgmt-ip>

Cluster node 02 netmask

<nodeo2-mgmt-mask>

Cluster node 02 gateway

<nodeo2-mgmt-gateway>

Data ONTAP 9.1 URL

<url-boot-software>

Configure Node o1

To configure node o1, complete the following steps:

1. Connect to the storage system console port. You should see a Loader-A prompt. However, if the storage system is
in a reboot loop, press Ctrl-C to exit the autoboot loop when the following message displays:

‘Starting AUTOBOOT press Ctrl-C to abort..

2. Allow the system to boot up.

‘autoboot

3. Press Ctrl-C when prompted.

# If ONTAP 9.1 is not the version of software being booted, continue with the following steps to install new
software. If ONTAP g.1 is the version being booted, select option 8 and y to reboot the node. Then continue with
step 14.

4. Toinstall new software, select option 7.
5. Entery to perform an upgrade.
6. Select eOM for the network port you want to use for the download.

7. Enter y to reboot now.


https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611

Storage Configuration

8. Enterthe IP address, netmask, and default gateway for e OM.

‘<nodeOl—mgmt—ip> <node0l-mgmt-mask> <nodeOl-mgmt-gateway>

9. Enterthe URL where the software can be found.

ﬂ This web server must be reachable.

‘<url—boot—software>

10. Press Enter for the user name, indicating no user name.

11. Enter y to set the newly installed software as the default to be used for subsequent reboots.

12. Enter y to reboot the node.

ﬂ When installing new software, the system might perform firmware upgrades to the BIOS and adapter cards,
causing reboots and possible stops at the Loader-A prompt. If these actions occur, the system might deviate from

this procedure.

13. Press Ctrl-C when the following message displays:

Press Ctrl-C for Boot Menu

14. Select option 4 for Clean Configuration and Initialize All Disks.
15. Enter y to zero disks, reset config, and install a new file system.

16. Enter y to erase all the data on the disks.

ﬂ The initialization and creation of the root aggregate can take 9o minutes or more to complete, depending on
the number and type of disks attached. When initialization is complete, the storage system reboots. Note that
SSDs take considerably less time to initialize. You can continue with node 02 configuration while the disks for node

o1 are zeroing.

Configure Node 02

To configure node 02, complete the following steps:

1. Connect to the storage system console port. You should see a Loader-A prompt. However, if the storage system is
in a reboot loop, press Ctrl-C to exit the autoboot loop when the following message displays:

‘Startinq AUTOBOOT press Ctrl-C to abort..

2. Allow the system to boot up.

‘autoboot

3. Press Ctrl-C when prompted.
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# If ONTAP 9.1 is not the version of software being booted, continue with the following steps to install new
software. If ONTAP g.1 is the version being booted, select option 8 and y to reboot the node. Then continue with
step 14.

4. Toinstall new software, select option 7.

5. Entery to perform an upgrade.

6. Select eoM for the network port you want to use for the download.
7. Entery toreboot now.

8. Enterthe IP address, netmask, and default gateway for eoM.

‘<node02—mgmt—ip> <node02-mgmt-mask> <nodeO02-mgmt-gateway>

9. Enterthe URL where the software can be found.

# This web server must be reachable.

‘<url—boot—software>

10. Press Enter for the user name, indicating no user name.
11. Entery to set the newly installed software as the default to be used for subsequent reboots.

12. Entery toreboot the node.

‘ﬂ When installing new software, the system might perform firmware upgrades to the BIOS and adapter cards,
causing reboots and possible stops at the Loader-A prompt. If these actions occur, the system might deviate from
this procedure.

13. Press Ctrl-C when you see this message:

Press Ctrl-C for Boot Menu

14. Select option 4 for Clean Configuration and Initialize All Disks.
15. Entery to zero disks, reset config, and install a new file system.

16. Entery to erase all the data on the disks.

# The initialization and creation of the root aggregate can take 9o minutes or more to complete, depending on
the number and type of disks attached. When initialization is complete, the storage system reboots. Note that
SSDs take considerably less time to initialize. You can continue with node o2 configuration while the disks for node
01 are zeroing.

Set Up Node

From a console port program attached to the storage controller A (node 01) console port, run the node setup script. This
script appears when ONTAP g.1 boots on the node for the first time.
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1. Follow the prompts to set up node o1:

Welcome to node setup.

You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the setup wizard.

Any changes you made before quitting will be saved.

You can return to cluster setup at any time by typing “cluster setup”.
To accept a default or omit a question, do not enter a value.

This system will send event messages and weekly reports to NetApp Technical Support.

To disable this feature, enter "autosupport modify -support disable" within 24 hours.

Enabling AutoSupport can significantly speed problem determination and resolution should a problem occur on
your system.

For further information on AutoSupport, see:

http://support.netapp.com/autosupport/

Type yes to confirm and continue {yes}: yes

Enter the node management interface port [eOM]: Enter

Enter the node management interface IP address: <nodeOl-mgmt-ip>

Enter the node management interface netmask: <node(Ol-mgmt-mask>

Enter the node management interface default gateway: <nodeOl-mgmt-gateway>

A node management interface on port eOM with IP address <node0Ol-mgmt-ip> has been created

Use your web browser to complete cluster setup by accesing https://<node0l-mgmt-ip>

Otherwise press Enter to complete cluster setup using the command line interface:

2. Tocomplete the cluster setup, open a web browser and navigate to https://<nodeoi-mgmt-ip>.

Tables Cluster create in ONTAP prerequisites

Cluster Detail Cluster Detail Value
Cluster name <clustername>

ONTAP base license <cluster-base-license-key>
Cluster management IP address <clustermgmt-ip>

Cluster management netmask <clustermgmt-mask>
Cluster management gateway <clustermgmt-gateway>
Cluster node o1 IP address <nodeo1-mgmt-ip>
Cluster node o1 netmask <nodeo1-mgmt-mask>
Cluster node o1 gateway <nodeo1-mgmt-gateway>
Cluster node o2 IP address <nodeo2-mgmt-ip>
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Cluster Detail

Cluster Detail Value

Cluster node 02 netmask

<nodeo2-mgmt-mask>

Cluster node 02 gateway

<nodeo2-mgmt-gateway>

Node o1 service processor IP address

<nodeo1-SP-ip>

Node 02 service processor IP address

<nodeo2-SP-ip>

DNS domain name

<dns-domain-name>

DNS server IP address

<dns-ip>

NTP server IP address

<ntp-ip>

ﬂ Cluster setup can also be performed with the command line interface. This document describes the cluster

setup using the NetApp System Manager guided setup.

3. Click Guided Setup on the welcome screen.
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P/ s < N

& c [A Not Secure | bats://192.168,156.61/sysmgr/SysMgr.html

NetApp OnCommand System Manager

‘ == Getting Started ‘

Language |Eng|i5h (English) |V|

Welcome to the Guided Cluster Setup

Perform the following to set up a cluster:
- Create a cluster, add nodes and admin credentials
- Create management LIFs, configure Service Processar, DNS, and NTP servers

- Configure AutoSupport Messages and Event Norifications

o For information related to setting up the cluster, click here

Template File

Browse to select a .csv file.. Browse

o To download the template, click file.csv or filexlsx

Impartant: You can download the template in "csv" or "xlsx" format. However, you can upload only those templates that are in ".csv" format.

&

Guided Setup

Click to set up the cluster

4. Inthe Cluster screen, complete the following steps:

e Enter the cluster and node names.
e Select the cluster configuration.
e Enter and confirm the password.

e (Optional) Enter the cluster base and feature licenses.
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Cluster

Confirm Passwaord

Metwark Support Summary

Cluster Name | ppod-aff300

Modes

'ﬂ' Mot sure all nodes have been discovered? Refresh

AFF-A300 721653000058 AFF-A300
HA PAIR

@ | bhoa-ar00-1 G @ | bbos-afr300-2

Cluster Configuration: Switched Cluster (@) Switchless Cluster

M

'ﬂ' Ensure that the hardware connectivity is set up for the two-node switchless cluster.

ﬂ Jsername admin
Passwaord

(ECTTT T

(ECTTT T

Cluster Base License (Optional)

Feature Licenses (Optional)

ﬂ For any queries related to licenses, contact mysupportnetapp.com

'ﬂ' Cluster Base License is mandatory to add Feature Licenses.

ﬂ The nodes are discovered automatically, if they are not discovered, click the Refresh link. By default, the clus-

ter interfaces are created on all new storage controllers shipped from the factory. If all the nodes are not discov-

ered, then configure the cluster using the command line. Cluster license and feature licenses can also be installed
after completing the cluster creation.

5. Click Submit.
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6. Onthe network page, complete the following sections:

e  (Cluster Management
—  Enter the IP address, netmask, gateway and port details.
¢ Node Management
— Enter the node management IP addresses and port details for all the nodes.
e Service Processor Management
—  Enterthe IP addresses for all the nodes.
e DNS Details
—  Enter the DNS domain names and server address.
e NTP Details
— Enter the primary and alternate NTP server.

7. Click Submit.

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

v ° .

Clustar Network Support Summary
@ Network (Management) © Dons petails @
IP Addresses (IPv4) Enter 1 Cluster Management, 1 Node Management, and 2 Service Processor IP Addresses. You can
required override the Service Pracessor IP Address DNS Domain Names

L 0 IP Address Range

192.168.156.9
DNS Server IP Address
‘You must enter the default network details manually.
® IP Address Metmask Gateway (Optional) [ L2
© NTP Details @
Cluster Management | 192.168.156.60 255.255.255.0 192.168.156.1 elc !
Ensure that the cluster management LIF is reachable or a Gateway is configured for the same Primary NTP Server | 1011564

subnetin which the cluster management LIF is present.
Alternative NTP Server | 4011565

S Mode Management etain Netmask and Gatev (Optional)

Management.

bb04-aff300-1 -

bb04-aff300-2 | 192.168.156.62 e0M -

ay configuration of the Cluster

L Service Processor Default values have been detected for the Service Processor.
Management | | Override the default values (Gateway is mandator,
Retain Netmask and Gateway configuration of the Cluster Management

bb04-aff300-1
bb04-aff300-2

8. Onthe Support page, configure the AutoSupport and Event Notifications sections.
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Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwork: Support Surnmary

@ AutoSupport @

@ Proxy URL (Optional) |

lﬂl Connection is verified after configuring AutoSupport on all nodes.

@ Event Notifications

Motify me through:
SMTP Mail Host Email Addresses
Emnail testvikings.smtp.cisco.com adminvikings@cisco.com
SNMP Trap Host
[] snme
Syslog Server
[ ] syslog

9. Click Submit.

10. Onthe Summary page, review the configuration details.
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Guided Setup to Configure a Cluster

Frovide the information required below to configure your cluster:

v v v o

Cluster Memwark Support summary

Click here to view the summary

The next step will be to configure your aggregates, SWM and Storage Objects.
Click the button below to start provisioning your storage.

‘ﬂ The node management interface can be on the same subnet as the cluster management interface, or it can be
on a different subnet. In this document, we assume that it is on the same subnet.

Login to the Cluster

To log in to the cluster, complete the following steps:

1. Openan SSH connection to either the cluster IP or host name.

2. Loginto the admin user with the password you provided earlier.

Zero All Spare Disks

To zero all spare disks in the cluster, run the following command:

‘disk zerospares.

‘ﬁ Advanced Data Partitioning creates a root partition and two data partitions on each SSD drive in an All Flash FAS con-
figuration. Disk autoassign should have assigned one data partition to each node in an HA pair.

‘ﬁ If a different disk assignment is required, disk autoassignment must be disabled on both nodes in the HA pair by run-
ningthe disk option modifycommand. Spare partitions can then be moved from one node to another by run-
ningthe disk removeowner and disk assigncommands.

Set Onboard Unified Target Adapter 2 Port Personality

To set the personality of the onboard unified target adapter 2 (UTA2), complete the following steps:

1. Verify the Current Mode and Current Type properties of the ports by running the ucadmin show command.

ucadmin show

Current Current Pending Pending Admin
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Node Adapter Mode Type Mode Type Status

<st-node01>

Oe fc target - - online
<st-node01>

0f fc target - - online
<st-node01>

O0g cna target - - online
<st-node0O1>

Oh cna target - - online
<st-node02>

Oe fc target - - online
<st-node02>

0f fc target - - online
<st-node02>

O0g cna target - - online
<st-node02>

Oh cna target - - online

8 entries were displayed.

2. Verify that the Current Mode and Current Type properties for all ports are set properly. Set the ports used for FC
connectivity to mode fc. The port type for all protocols should be set to target. Change the port personality by
running the following command:

ucadmin modify -node <home-node-of-the-port> -adapter <port-name> -mode fc -type target.

ﬂ The ports must be offline to run this command. To take an adapter offling, runthe fcp adapter modify
-node <home-node-of-the-port> -adapter <port-name> -state down command. Ports must
be converted in pairs (for example, Oe and 0f).

‘ﬁ After conversion, a reboot is required. After reboot, bring the ports online by running fcp adapter modi-
fy -node <home-node-of-the-port> -adapter <port-name> -state up.

Set Auto-Revert on Cluster Management

To set the auto-revert parameter on the cluster management interface, run the following command:

# A storage virtual machine (SVM) is referred to as a Vserver (or vserver) in the GUl and CLI.

Run the following command:

network interface modify -vserver <clustername> -1if cluster mgmt -auto-revert true

Set Up Management Broadcast Domain

By default, all network ports are included in the default broadcast domain. Network ports used for data services (for
example, e0d, e2a, and e2e) should be removed from the default broadcast domain, leaving just the management
network ports (e 0c and e0M). To perform this task, run the following commands:

broadcast-domain remove-ports -broadcast-domain Default -ports bb04-affa300-1:e0d,bb04-affa300-1:e0g,bb04-
affa300-1:e0h,bb04-affa300-1:e2a,bb04-affa300-1:e2e,bb04-affa300-2:e0d,bb04-affa300-2:e0g,bb04-affa300-
2:e0h,bb04-affa300-2:e2a,bb04-affa300-2:e2e

broadcast-domain show

Set Up Service Processor Network Interface

To assign a static IPv4 address to the service processor on each node, run the following commands:
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system service-processor network modify -node <st-nodeOl>
address <nodeOl-sp-ip> -netmask <nodeOl-sp-mask> -gateway

system service-processor network modify -node <st-node02>
address <node(02-sp-ip> -netmask <node02-sp-mask> -gateway

-address-family IPv4 —-enable true —-dhcp none -ip-
<nodell-sp-gateway>

-address-family IPv4 -enable true -dhcp none -ip-
<node02-sp-gateway>

ﬂ The service processor IP addresses should be in the same subnet as the node management IP addresses.

Create Aggregates

An aggregate containing the root volume is created during the ONTAP setup process. To create additional aggregates,

determine the aggregate name, the node on which to create it,

To create new aggregates, run the following commands:

and the number of disks it should contain.

aggr create -aggregate aggrl node0l -node <st-node0l> -diskcount <num-disks>
aggr create -aggregate aggrl node02 -node <st-node02> -diskcount <num-disks>

ﬂ You should have the minimum number of hot spare disks for hot spare disk partitions recommended for your aggre-
gate. For all-flash aggregates, you should have a minimum of one hot spare disk or disk partition. For non-flash ho-
mogenous aggregates, you should have a minimum of two hot spare disks or disk partitions.

# For Flash Pool aggregates, you should have a minimum of two hot spare disks or disk partitions for each disk type. Start
with five disks initially; you can add disks to an aggregate when additional storage is required. In an AFF configuration
with a small number of SSDs, you might want to create an aggregate with all but one remaining disk (spare) assigned

to the controller.

ﬂ The aggregate cannot be created until disk zeroing completes. Run the aggr show command to display aggregate crea-
tion status. Do not proceed until both aggrl nodel and aggrl node2 are online.

(Optional) Rename the root aggregate on node o1 to match the naming convention for this aggregate on node 02. The
aggregate is automatically renamed if system-guided setup is used.

aggr show

aggr rename -aggregate aggr0 —newname <nodeOl-rootaggrname>

Verify Storage Failover

To confirm that storage failover is enabled, run the following commands for a failover pair:

1. Verify the status of the storage failover.

‘storage failover show

# Both <st-nodeo1> and <st-nodeo2> must be able to perform a takeover. Continue with step 3 if the nodes can

perform a takeover.

2. Enable failover on one of the two nodes.

storage failover modify -node <st-node0Ol> -enabled true
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‘ﬂ Enabling failover on one node enables it for both nodes.

3. Verify the HA status for a two-node cluster.

# This step is not applicable for clusters with more than two nodes.

‘cluster ha show

4. Continue with step 6 if high availability is configured.

# Only enable HA mode for two-node clusters. Do not run this command for clusters with more than two nodes
because it causes problems with failover.

cluster ha modify -configured true
Do you want to continue? {yln}: y

5. Verify that hardware assist is correctly configured and, if needed, modify the partner IP address.

storage failover hwassist show
storage failover modify -hwassist-partner-ip <node02-mgmt-ip> -node <st-node0l>
storage failover modify -hwassist-partner-ip <nodeOl-mgmt-ip> -node <st-node02>

Disable Flow Control on 20GbE and 40GbE ports

NetApp recommends disabling flow control on all the 20GbE and UTA2 ports that are connected to external devices. To
disable flow control, complete the following steps:

1. Run the following commands to configure node o1:

network port modify -node <st-node0l> -port eOa,elOb,ele,el0f,e0g,elh,e2a,e2e -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second interruption in carrier.
Do you want to continue? {y|n}: y

2. Runthe following commands to configure node o2:

network port modify -node <st-node02> -port ela,eOb,ele,el0f,e0g,e0h,e2a,e2e -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second interruption in carrier.

Do you want to continue? {yln}: y

network port show —-fields flowcontrol-admin

Disable Unused FCoE Capability on CNA Ports

If the UTA2 port is set to CNA mode and is only expected to handle Ethernet data traffic (for example CIFS), then the
unused FCoE capability of the port should be disabled by setting the corresponding FCP adapter to state down with the
fcp adapter modifycommand. Here are some examples:

fcp adapter modify -node <st-nodeOl> -adapter 0g -status-admin down
fcp adapter modify -node <st-node0l> -adapter Oh -status-admin down
fcp adapter modify -node <st-node(02> -adapter 0g -status-admin down
fcp adapter modify -node <st-node02> -adapter Oh -status-admin down
fcp adapter show -fields status-admin
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Configure Network Time Protocol

To configure time synchronization on the cluster, complete the following steps:

1. Setthe time zone for the cluster.

‘timezone <timezone>

‘ﬂ For example, in the eastern United States, the time zone is America/New_York.

2. Setthe date for the cluster.

‘date <ccyymmddhhmm. ss>

‘ﬂ The format for the date is <[Century][Year][Month][Day][Hour][Minute].[Second]> (for example,
201703231549.30).

3. Configure the Network Time Protocol (NTP) servers for the cluster.

cluster time-service ntp server create -server <switch-a-ntp-ip>
cluster time-service ntp server create -server <switch-b-ntp-ip>

Configure Simple Network Management Protocol

To configure the Simple Network Management Protocol (SNMP), complete the following steps:

1. Configure basic SNMP information, such as the location and contact. When polled, this information is visible as the
sysLocationand sysContact variablesin SNMP.

snmp contact <snmp-contact>
snmp location “<snmp-location>"
snmp init 1

options snmp.enable on

2. Configure SNMP traps to send to remote hosts, such as a DFM server or another fault management system.

snmp traphost add <oncommand-um-server-fgdn>

Configure SNMPva Access

To configure SNMPv1 access, set the shared, secret plain-text password (called a community).

snmp community add ro <snmp-community>

Configure AutoSupport

NetApp AutoSupport® sends support summary information to NetApp through HTTPS. To configure AutoSupport, run the
following command:

system node autosupport modify -node * -state enable -mail-hosts <mailhost> -transport https -support enable
-noteto <storage-admin-email>
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Enable Cisco Discovery Protocol

To enable the Cisco Discovery Protocol (CDP) on the NetApp storage controllers, run the following command:

node run -node * options cdpd.enable on

'ﬂ To be effective, CDP must also be enabled on directly connected networking equipment such as switches and routers.

Create Jumbo Frame MTU Broadcast Domains in ONTAP

To create a data broadcast domain with an MTU of gooo for SMB and management on ONTAP, run the following
command:

broadcast-domain create -broadcast-domain IB-MGMT-904 -mtu 9000
broadcast-domain create -broadcast-domain Infra MS SMB -mtu 9000

Create Interface Groups

To create LACP interface groups for the 10GbE data interfaces, run the following commands:

ifgrp create -node <st-node0l> -ifgrp ala -distr-func port -mode multimode lacp
ifgrp add-port -node <st-node0Ol> -ifgrp ala -port e2a
ifgrp add-port -node <st-nodeOl> -ifgrp ala -port ele

ifgrp create -node <st-node02> -ifgrp ala -distr-func port -mode multimode lacp
ifgrp add-port -node <st-node02> -ifgrp ala -port e2a
ifgrp add-port -node <st-node02> -ifgrp ala -port ele

ifgrp show

Create VLANSs
To create SMB VLAN, create SMB VLAN ports and add them to the SMB broadcast domain:

network port modify -node <st-node0l> -port ala -mtu 9000
network port modify -node <st-node02> -port ala -mtu 9000
network port vlan create —-node <st-node0Ol> -vlan-name ala-<infra-smb-vlan-id>

network port vlan create -node <st-node02> -vlan-name aOa-<infra-smb-vlan-id>

broadcast-domain add-ports -broadcast-domain Infra MS SMB -ports <st-nodell>:ala-<infra-smb-vlan-id>, <st-

node02>:a0a-<infra-smb-vlan-id>

To create In-Band-Management VLAN and add them to the management broadcast domain:

network port vlan create —-node <st-node0l> -vlan-name a0a-<MS-IB-MGMT-VLAN>

network port vlan create -node <st-node02> -vlan-name a0a-<MS-IB-MGMT-VLAN>

broadcast-domain add-ports -broadcast-domain IB-MGMT-904 -ports <st-node(0l>:a0a-<MS-IB-MGMT-VLAN>, <st-

node02>:a0a-<MS-IB-MGMT-VLAN>

Create Storage Virtual Machine

To create an infrastructure SVM, complete the following steps:

1. Runthevserver create command.
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vserver create -vserver Infra-MS-SVM -rootvolume ms rootvol -aggregate aggrl nodeOl -rootvolume-security-
style ntfs

2. Remove the unused data protocols (NFS, iSCSI, and NDMP) from the SVM.

vserver remove-protocols -vserver Infra-MS-SVM -protocols nfs,ndmp,iscsi

3. Addthe two data aggregates to the Infra-MS-SVM aggregate list for the NetApp VSC.

vserver modify -vserver Infra-MS-SVM -aggr-list aggrl node0l,aggrl node02

Create the CIFS Service

You can enable and configure CIFS servers on storage virtual machines (SVMs) with NetApp FlexVol® volumes to let SMB
clients access files on your cluster. Each data SVM in the cluster can be bound to exactly one Active Directory domain.
However, the data SVMs do not need to be bound to the same domain. Each data SVM can be bound to a unique Active
Directory domain.

Before configuring the CIFS service on your SVM, the DNS must be configured. To do so, complete the following steps:

1. Configure the DNS for your SVM.

dns create -vserver Infra-Hyper-V -domains <<domain name>> -name-servers <<dns server ip>>

The node management network interfaces should be able to route to the Active Directory domain controller to which
you want to join the CIFS server. Alternatively, a data network interface must exist on the SVM that can route to the
Active Directory domain controller.

2. Create a network interface on the in-band VLAN.

network interface create -vserver Infra-MS-SVM -1lif <<svm mgmt 1if name>> -role data -data-protocol none -
home-node <<st-node-01>> -home-port ala-<MS-IB-MGMT-VLAN> -address <svm-mgmt-ip> -netmask <svm-mgmt-mask> -
failover-policy broadcast-domain-wide -firewall-policy mgmt -auto-revert true

3. Create the CIFS service.

vserver cifs create -vserver Infra-MS-SVM -cifs-server Infra-CIFS -domain flexpod.local

In order to create an Active Directory machine account for the CIFS server, you must supply the name and
password of a Windows account with sufficient privileges to add computers to the "CN=Computers" container
within the

"FLEXPOD.LOCAL" domain.

Enter the user name: Administrator@flexpod.local

Enter the password:

Modify Storage Virtual Machine Options

NetApp ONTAP can use automatic node referrals to increase SMB client performance on SVMs with FlexVol volumes. This
feature allows the SVM to automatically redirect a client request to a network interface on the node where the FlexVol
volume resides.

To enable automatic node referrals on your SVM, run the following command:

set -privilege advanced
vserver cifs options modify -vserver Infra-MS-SVM -is-referral-enabled true
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Create Load-Sharing Mirrors of SVM Root Volume

To create a load-sharing mirror of an SVM root volume, complete the following steps:

1. Create a volume to be the load-sharing mirror of the infrastructure SVM root volume on each node.

volume create -vserver Infra-MS-SVM -volume ms_rootvol m0l -aggregate aggrl nodeOl -size 1GB -type DP
volume create -vserver Infra-MS-SVM -volume ms_rootvol m02 -aggregate aggrl node02 -size 1GB —type DP

2. Create a job schedule to update the root volume mirror relationships every 15 minutes.

job schedule interval create -name 15min -minutes 15

3. Create the mirroring relationships.

snapmirror create -source-path Infra-MS-SVM:ms rootvol -destination-path Infra-MS-SVM:ms rootvol m0l -type LS
-schedule 15min
snapmirror create -source-path Infra-MS-SVM:ms rootvol -destination-path Infra-MS-SVM:ms_ rootvol m02 -type LS
-schedule 15min

4. Initialize the mirroring relationship.

snapmirror initialize-ls-set -source-path Infra-MS-SVM:ms rootvol
snapmirror show

Create Block Protocol FC Service

To create the FCP service on each SVM, run the following command. This command also starts the FCP service
and sets the worldwide name (WWN) for the SVM.fcp create -vserver Infra-MS-SVM
fcp show

# If an FC license is not installed during the cluster configuration, you must install the FC service license.

Configure HTTPS Access

To configure secure access to the storage controller, complete the following steps:

1. Increase the privilege level to access the certificate commands.

set -privilege diag
Do you want to continue? {y|n}: y

2. Generally, a self-signed certificate is already in place. Verify the certificate and obtain parameters (for example,
<serial-number>) by running the following command:

security certificate show

For each SVM shown, the certificate common name should match the DNS FQDN of the SVM. Delete the two default
certificates and replace them with either self-signed certificates or certificates from a certificate authority (CA). To delete
the default certificates, run the following commands:

security certificate delete -vserver Infra-MS-SVM -common-name Infra-MS-SVM -ca Infra-MS-SVM -type server -
serial <serial-number>

# Deleting expired certificates before creating new certificates is a best practice. Run the security certificate de-
lete command to delete the expired certificates. In the following command, use TAB completion to select and de-
lete each default certificate.
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3. Togenerate and install self-signed certificates, run the following commands as one-time commands. Generate a
server certificate for the Infra-MS-SVM and the cluster SVM. Use TAB completion to aid in the completion of these
commands.

security certificate create -common-name <cert-common-name> -type server -size 2048 -country <cert-country>
-state <cert-state> -locality <cert-locality> -organization <cert-org> -unit <cert-unit> -email-addr <cert-
email> -expire-days <cert-days> -protocol SSL -hash-function SHA256 -vserver Infra-MS-SVM

4. Toobtain the values for the parameters required in step 5 (<cert—-ca>and <cert-serial>), run the security
certificate show command.

5. Enable each certificate that was just created by using the —server-enabled true and —client-enabled false parame-
ters. Use TAB completion to aid in the completion of these commands.

security ssl modify -vserver <clustername> -server-enabled true -client-enabled false -ca <cert-ca> -serial
<cert-serial> -common-name <cert-common-name>

6. Disable HTTP cluster management access.

system services firewall policy delete -policy mgmt -service http -vserver <clustername>

# It is normal for some of these commands to return an error message stating that the entry does not exist.

7. Change back to the normal admin privilege level and set up the system to allow SVM logs to be available by web.

set -privilege admin
vserver services web modify -name spi|ontapi|compat -vserver * -enabled true

Create SMB Export Policy

Optionally, you can use export policies to restrict SMB access to files and folders on SMB volumes. You can use export
policies in combination with share level and file level permissions to determine effective access rights.

To create an export policy that limits access to devices in the domain, run the following command:

export-policy create -vserver Infra-MS-SVM -policyname smb

export-policy rule create -vserver Infra-MS-SVM -policyname cifs -clientmatch flexpod.local -rorule
krb5i, krb5p -rwrule krb5i, krbbp

Create NetApp FlexVol Volumes

volume create -vserver Infra-MS-SVM -volume infra datastore 1 -aggregate aggrl node(Ol -size 500GB -state
online -policy smb -security-style ntfs -junction-path /infra datastore 1 -space-guarantee none -percent-
snapshot-space 5

volume create -vserver Infra-MS-SVM -volume infra datastore 2 -aggregate aggrl node(02 -size 500GB -state
online -policy smb -security-style ntfs -junction-path /infra datastore 2 -space-guarantee none -percent-

snapshot-space 5

volume create -vserver Infra-MS-SVM -volume witness FC 6332 -aggregate aggrl nodeOl -size 5GB -state online -
policy default -security-style ntfs -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-MS-SVM -volume HV boot -aggregate aggrl node(Ol -size 500GB -state online -policy
default -security-style ntfs -space-guarantee none -percent-snapshot-space 0

snapmirror update-ls-set -source-path Infra-MS-SVM:ms_rootvol
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Create CIFS Shares

A CIFS share is a named access point in a volume that enables CIFS clients to view, browse, and manipulate files on a file
server.

cifs share create -vserver Infra-MS-SVM -share-name infra share 1 Share -path /infra datastore 1 -share-
properties oplocks,browsable,continuously-available, showsnapshot

cifs share create -vserver Infra-MS-SVM -share-name infra share 2 Share -path /infra datastore 2 -share-
properties oplocks,browsable,continuously-available, showsnapshot

Configuring share permissions by creating access control lists (ACLs) for SMB shares enables you to control the level of
access to a share for users and groups.

To configure the Administrators and Hyper-V hosts to access to the CIFS Share, run the following commands:

cifs share access-control create -vserver Infra-MS-SVM -share 6332 Share -user-or-group Flexpod\Administrator
-user-group-type windows -permission Full Control

cifs share access-control create -vserver Infra-MS-SVM -share 6332 Share -user-or-group flexpod\<FC Host 1>$
-user-group-type windows -permission Full Control

cifs share access-control create -vserver Infra-MS-SVM -share 6332 Share -user-or-group flexpod\<FC Host 2>$
-user-group-type windows -permission Full Control

Create Boot LUNSs

To create two boot LUNs, run the following commands:

lun create -vserver Infra-MS-SVM -volume HV boot -lun VM-Host-Infra-01 -size 200GB -ostype windows 2008 -
space-reserve disabled

lun create -vserver Infra-MS-SVM -volume HV boot -lun VM-Host-Infra-02 -size 200GB -ostype windows 2008 -
space-reserve disabled

Create Witness LUN

A witness LUN is required in a Hyper-V cluster. To create the witness LUN, run the following command:

lun create -vserver Infra-MS-SVM -volume witness FC 6332 -lun witness FC 6332 -size 1GB -ostype windows 2008
-space-reserve disabled

Schedule Deduplication

On NetApp All Flash FAS systems, deduplication is enabled by default. To schedule deduplication, complete the following
steps:

1. Afterthe volumes are created, assign a once-a-day deduplication schedule to HV boot, in-
fra datastore 1 and infra datastore 2:

efficiency modify -vserver Infra-MS-SVM -volume HV boot -schedule sun-sat@0
efficiency modify -vserver Infra-MS-SVM -volume infra datastore 1 -schedule sun-sat@0
efficiency modify -vserver Infra-MS-SVM -volume infra datastore 2 -schedule sun-satQ@0

Create FC LIFs

Run the following commands to create four FC LIFs (two on each node):

network interface create -vserver Infra-MS-SVM -1if fcp 1ifOla -role data -data-protocol fcp -home-node <st-
node0l> -home-port Oe -status-admin up
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network interface create -vserver Infra-MS-SVM -1lif fcp 1if0lb -role data -data-protocol fcp -home-node <st-
node01> -home-port 0f —-status-admin up

network interface create -vserver Infra-MS-SVM -1lif fcp 1if02a -role data -data-protocol fcp -home-node <st-
node02> -home-port 0Oe -status-admin up

network interface create -vserver Infra-MS-SVM -1if fcp 1if02b -role data -data-protocol fcp -home-node <st-
node02> -home-port O0f -status-admin up

Create SMB LIF

To create an SMB LIF, run the following commands:

network interface create -vserver Infra-MS-SVM -1lif smb 1if0l -role data -data-protocol cifs -home-node <st-
node01> -home-port ala-<infra-smb-vlan-id> -address <node0Ol-smb 1if0l1-ip> -netmask <nodeOl-smb_ 1if0l-mask> -
status-admin up -failover-policy broadcast-domain-wide -firewall-policy data —-auto-revert true

network interface create -vserver Infra-MS-SVM -1if smb 1if02 -role data -data-protocol cifs -home-node <st-
node02> -home-port ala-<infra-smb-vlan-id> -address <node02-smb_1i1f02-ip> -netmask <node(02-smb_1if02-mask>> -

status-admin up -failover-policy broadcast-domain-wide -firewall-policy data —-auto-revert true

network interface show

Add Infrastructure SVM Administrator

To add an infrastructure SVM administrator and an SVM administration LIF in the out-of-band management network,
complete the following steps:

‘ﬂ If the network interface created during the Create the CIFS Service step was created on the out-of-band network, skip
to step 2.

1. Create a network interface.

network interface create -vserver Infra-MS-SVM -1if svm-mgmt -role data -data-protocol none -home-node <st-
node02> -home-port elOc -address <svm-mgmt-ip> -netmask <svm-mgmt-mask> -status-admin up -failover-policy
broadcast-domain-wide -firewall-policy mgmt —-auto-revert true

‘ﬂ The SVM management IP in this step should be in the same subnet as the storage cluster management IP.

2. Create a default route to allow the SVM management interface to reach the outside world.

network route create -vserver Infra-MS-SVM -destination 0.0.0.0/0 —-gateway <svm-mgmt-gateway>

network route show

3. Seta password for the SVM vsadmin user and unlock the user.

security login password -username vsadmin -vserver Infra-MS-SVM
Enter a new password: <password>
Enter it again: <password>

security login unlock -username vsadmin -vserver Infra-MS-SVM

'ﬂ A cluster serves data through at least one and possibly several SVMs. We have just described the creation of a
single SVM. If you would like to configure your environment with multiple SVMs, this is a good time to create
them.
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Cisco UCS Base Configuration

This FlexPod deployment will show configuration steps for the Cisco UCS 6332-16UP Fabric Interconnects (Fl) in a design

that will support Fibre Channel to the NetApp AFF through the Cisco Nexus.

Perform Initial Setup

This section provides detailed procedures for configuring the Cisco Unified Computing System (Cisco UCS) for use in a
FlexPod environment. The steps are necessary to provision the Cisco UCS B-Series and C-Series servers and should be
followed precisely to avoid improper configuration.

Cisco UCS Fabric Interconnect A

To configure the Cisco UCS for use in a FlexPod environment, complete the following steps:
1. Connect to the console port on the first Cisco UCS fabric interconnect.
Enter the configuration method: gui
Physical switch MgmtO IP address: <ucsa-mgmt-ip>
Physical switch MgmtO IPv4 netmask: <ucsa-mgmt-mask>
IPv4 address of the default gateway: <ucsa-mgmt-gateway>

2. Using a supported web browser, connect to <ucsa-mgmt-1ip>, accept the security prompts, and click the ‘Ex-
press Setup’ link under HTML.

3. Select Initial Setup and click Submit.
4. Select Enable clustering, Fabric A, and IPvs.
5. Fill in the Virtual IP Address with the UCS cluster IP.

6. Completely fill in the System setup section. For system name, use the overall UCS system name. For the Mgmt IP
Address, use <ucsa-mgmt—-ip>.
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Cluster and Fabric setup

*' Enable clustering
Standalone mode
Synchronize

Fabric Setup: * Fabric A ' ' Fabric B

* |Pv4
IPv6

Virtual IP Address: 192 168 . [156 |12

— System setup

Enforce strong password?: * Yes No

System name: bb04-6332

Admin Password: serrrane Confirm Admin password: serseenn

Mgmt IP Address: 192 . |168 |. 156 .|10 Mgmt IP Netmask: 255 | |255 | 255
Default Gateway: 192 168 | 156 .1

DNS Server IP: 0 |1 L1156 |9 Domain Name : vikings.cisco.com

—UCS Central managed environment

UCS Central IP: . . X Shared Secret:

Submit || Reset
[
7. Click Submit.

Cisco UCS Fabric Interconnect B

To configure the Cisco UCS for use in a FlexPod environment, complete the following steps:

1. Connect to the console port on the second Cisco UCS fabric interconnect.

Enter the configuration method: gui
Physical switch MgmtO IP address: <ucsb-mgmt-ip>
Physical switch MgmtO IPv4 netmask: <ucsb-mgmt-mask>

IPv4 address of the default gateway: <ucsb-mgmt-gateway>
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2. Using a supported web browser, connect to <ucsb-mgmt-ip>, accept the security prompts, and click the ‘Ex-
press Setup’ link under HTML.

3. Under System setup, enter the Admin Password entered above and click Submit.

4. Enter <ucsb-mgmt-1ip> for the Mgmt IP Address and click Submit.
Cisco UCS Setup

Log in to Cisco UCS Manager

To log in to the Cisco Unified Computing System (UCS) environment, complete the following steps:

1. Open a web browser and navigate to the Cisco UCS fabric interconnect cluster address.

# You may need to wait at least 5 minutes after configuring the second fabric interconnect for UCS Manager to
come up.

2. Click the Launch UCS Manager link under HTML to launch Cisco UCS Manager.

3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin as the user name and enter the administrative password.
5. Click Login to login to Cisco UCS Manager.

Upgrade Cisco UCS Manager Software to Version 3.1(3a)

This document assumes the use of Cisco UCS 3.1(3a). To upgrade the Cisco UCS Manager software and the Cisco UCS
Fabric Interconnect software to version 3.1(3a), refer to Cisco UCS Manager Install and Upgrade Guides.

Anonymous Reporting

To create anonymous reporting, complete the following step:

1. Inthe Anonymous Reporting window, select whether to send anonymous data to Cisco for improving future prod-
ucts. If you select Yes, enter the IP address of your SMTP Server. Click OK.


http://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
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Anonymous Reporting

Cisco Systems, Inc. will be collecting feature configuration and usage statistics which will be
sent to Cisco Smart Call Home server anonymously. This data helps us prioritize the features
and improvements that will most benefit our customers.

If you decide to enable this feature in future, you can do so from the " Anonymous Reporting”
in the Call Home setiings under the Admin tab.

View Sample Data

Do you authorize the disclosure of this information to Cisco Smart CallHome?

Yes MNo

Don't show this message again.

Cancel

Configure Cisco UCS Call Home

It is highly recommended by Cisco to configure Call Home in UCSM. Configuring Call Home will accelerate resolution of
support cases. To configure Call Home, complete the following steps:

1. In Cisco UCS Manager, click Admin on the left.
2. Select All > Communication Management > Call Home.
3. Change the State to On.

4. Fillin all the fields according to your Management preferences and click Save Changes and OK to complete config-
uring Call Home.

Configure Unified Ports

Fiber Channel port configurations differ slightly between the 6332-16UP and the 6248UP Fabric Interconnects. Both Fabric In-
terconnects have a slider mechanism within the UCSM GUI interface, but the fiber channel port selection options for the 6332-
16UP are from the first 16 ports starting from the first port on the left, and configured in increments of the first 6, 12, or all 16 of
the unified ports. With the 6248UP, the port selection options will start from the right of the 32 fixed ports, or the right of the 16
ports of the expansion module, going down in contiguous increments of 2.

To enable the fiber channel ports, complete the following steps for the 6332-16UP:
1. In Cisco UCS Manager, click Equipment on the left.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary).
3. Select Configure Unified Ports.

4. Click Yes on the pop-up window warning that changes to the fixed module will require a reboot of the fabric inter-
connect and changes to the expansion module will require a reboot of that module.
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5. Within the Configured Fixed Ports pop-up window move the gray slider bar from the left to the right to select ei-
ther 6, 12, or 16 ports to be set as FC Uplinks.

Configure Unified Ports ?

I'I )"l l'i TAVE BAWE llﬁ'l’llp'ulll'll iTA VM WA ¥R N4 ¥YH T4 TN H.l hE) !Td . Hd. Lt 2 I'|.i u' ﬂl .

a—"

Wk YU omog uos-n-si- e

Instructions

The position of the slider determines the type of the ports.
All the ports to the left of the slider are Fibre Channel ports (Purple), while the ports to the right are Ethernet ports (Blue).

Port Transport If Role or Port Channel Membership Desired If Role
Port 1 ether Unconfigured FC Uplink
Paort 2 ether Unconfigured FC Uplink
Port 3 ether Unconfigured FC Uplink
Paort 4 ether Unconfigured FC Uplink
Port 5 ether Unconfigured FC Uplink
Port 6 ether Unconfigured FC Uplink
Port 7 ether Unconfigured

Port 8 ether Unconfigured

Port 9 ether Unconfigured

Port 10 ether Unconfigured

Port 11 ether Unconfigured

Port 12 ether Unconfigured

Port 13 ether Unconfigured

Port 14 ether Unconfigured

Part 15 ether Unconfigured

Port 16 ether Unconfiaured

o Cancel

|>

6. Click OK, then Yes, then OK to continue
7. Select Equipment > Fabric Interconnects > Fabric Interconnect B (primary)
8. Select Configure Unified Ports.

9. Click Yes on the pop-up window warning that changes to the fixed module will require a reboot of the fabric inter-
connect and changes to the expansion module will require a reboot of that module.

10. Within the Configured Fixed Ports pop-up window move the gray slider bar from the left to the right to select ei-
ther 6, 12, or 16 ports to be set as FC Uplinks.

11. Click OK, then Yes, then OK to continue.

12. Wait for both the Fabric Interconnects to reboot.
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13. Log backinto UCS Manager.

# This process will be similar for the UCS 6248UP Fabric Interconnect, but will be in increments of two unified
ports that can be converted to FC uplinks, and will slide from the right to the left instead of the left to the right pro-
cess used with the UCS 6332-16UP Fabric Interconnects.

Add Block of IP Addresses for KVM Access

To create a block of IP addresses for in band server Keyboard, Video, Mouse (KVM) access in the Cisco UCS environment,
complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.
2. Expand Pools > root > IP Pools.
3. Right-click IP Pool ext-mgmt and select Create Block of IPv4 Addresses.

4. Enterthe starting IP address of the block, number of IP addresses required, and the subnet mask and gateway in-
formation.

Create Block of IPvd4 Addresses ? X

aSlEe e -

Default Gateway : [192.168.94.254

5. Click OK to create the block.
6. Click OKin the confirmation message.

Synchronize Cisco UCS to NTP

To synchronize the Cisco UCS environment to the NTP servers in the Nexus switches, complete the following steps:

1. In Cisco UCS Manager, click Admin on the left.
2. Expand All > Time Zone Management.
3. Select Timezone.

4. Inthe Properties pane, select the appropriate time zone in the Timezone menu.
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5. Click Save Changes, and then click OK.

6. Click Add NTP Server.

7. Enter <switch-a-ntp-ip> and click OK. Click OK on the confirmation.

Add NTP Server ? X

MNTF Server : [ 10.7.156.4

e Cancel

8. Click Add NTP Server.

Enter <switch-b-ntp-ip> and click OK. Click OK on the confirmation.

9.
All /

General Events

Actions Properties

Add NTP Server Time Zone : |America/New_York (Eastern v v

NTP Servers

Y, Advanced Filter 4 Export /& Print

Name

Edit Chassis Discovery Policy

Setting the discovery policy simplifies the addition of B-Series Cisco UCS chassis and of additional fabric extenders for
further C-Series connectivity. To modify the chassis discovery policy, complete the following steps:

1. In Cisco UCS Manager, click Equipment on the left and select Equipment in the second list.

2. Intheright pane, click the Policies tab.
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3. Under Global Policies, set the Chassis/FEX Discovery Policy to match the minimum number of uplink ports that are
cabled between the chassis or fabric extenders (FEXes) and the fabric interconnects.

4. Setthe Link Grouping Preference to Port Channel. If Backplane Speed Preference appears, leave it set at 40G. If
the environment being setup contains a large amount of multicast traffic, set the Multicast Hardware Hash setting
to Enabled.

Equipment

Main Topology View Fabnc Interconnects Servers Thermal Decommissicned Firmware Management Policies Faults

_ Autoconfig Policies Server Inheritance Policies Server Discovery Policies SEL Policy Power Groups

Chassis/FEX Discovery Policy

Action - |2 Link v
Link Grouping Preference : Mone (®) Part Channel
Backplane Speed Preference © |(o) 400G Ax10G

5. Click Save Changes.
6. Click OK.

Enable Server and Uplink Ports

To enable server and uplink ports, complete the following steps:

1. In Cisco UCS Manager, click Equipment on the left.
2. Expand Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.
3. Expand Ethernet Ports.

4. Selectthe ports that are connected to the chassis, Cisco FEX, and direct connect UCS C-Series servers, right-click
them, and select “Configure as Server Port.”

5. Click Yes to confirm server ports and click OK.
6. Verify that the ports connected to the chassis, C-series servers and Cisco FEX are now configured as server ports.

7. Select the ports that are connected to the Cisco Nexus switches, right-click them, and select Configure as Uplink
Port.

'ﬂ The last 6 ports of the UCS 6332 and UCS 6332-16UP Fls will only work with optical based QSFP transceivers
and AOC cables, so they can be better utilized as uplinks to upstream resources that might be optical only.

8. Click Yes to confirm uplink ports and click OK.
9. Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.

10. Expand Ethernet Ports.
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11. Select the ports that are connected to the chassis, C-series servers or to the Cisco 2232 FEX (two per FEX), right-
click them, and select Configure as Server Port.

12. Click Yes to confirm server ports and click OK.

13. Select the ports that are connected to the Cisco Nexus switches, right-click them, and select Configure as Uplink
Port.

14. Click Yes to confirm the uplink ports and click OK.

Acknowledge Cisco UCS Chassis and FEX

To acknowledge all Cisco UCS chassis and any external 2232 FEX modules, complete the following steps:

1. In Cisco UCS Manager, click Equipment on the left.
2. Expand Chassis and select each chassis that is listed.

3. Right-click each chassis and select Acknowledge Chassis.

Acknowledge Chassis %

Are you sure you want to acknowledge Chassis 1 ?
This operation will rebuild the network connectivity between the Chassis and the Fabrics it is connected to.
Currently there are 2 active links to Fabric A and there are 2 active links to Fabric 8.

4. Click Yes and then click OK to complete acknowledging the chassis.

5. If Nexus 2232 FEX are part of the configuration, expand Rack Mounts and FEX.
6. Right-click each FEX that is listed and select Acknowledge FEX.

7. Click Yes and then click OK to complete acknowledging the FEX.

Create Uplink Port Channels to Cisco Nexus Switches

To configure the necessary port channels out of the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.



Server Configuration

# In this procedure, two port channels are created: one from fabric A to both Cisco Nexus switches and one from
fabric B to both Cisco Nexus switches.

2. Under LAN > LAN Cloud, expand the Fabric A tree.

3. Right-click Port Channels.

4. Select Create Port Channel.

5. Enter 125 as the unique ID of the port channel.

6. Enter vPC-125-Nexus asthe name of the port channel.

7. Click Next.

8. Selectthe ports connected to the Nexus switches to be added to the port channel:
9. Click >>to add the ports to the port channel.

10. Click Finish to create the port channel.

11. Click OK.

12. Inthe navigation pane, under LAN > LAN Cloud, expand the fabric B tree.

13. Right-click Port Channels.

14. Select Create Port Channel.

15. Enter 126 as the unique ID of the port channel.

16. Enter vPC-126-Nexus as the name of the port channel.

17. Click Next.

18. Select the ports connected to the Nexus switches to be added to the port channel:
19. Click >>to add the ports to the port channel.

20. Click Finish to create the port channel.

21. Click OK.

Create a WWNN Pool for FC Boot

To configure the necessary WWNN pool for the Cisco UCS environment, complete the following steps on Cisco UCS
Manager.

1. Select SAN on the left.
2. Select Pools > root.

3. Right-click WWNN Pools under the root organization.
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4. Select Create WWNN Pool to create the WWNN pool.
5. Enter WWNN-POOL for the name of the WWNN pool.
6. Optional: Enter a description for the WWNN pool.

7. Select Sequential for Assignment Order.

Create WWNN Pool ? X
Dufine Marme and Description Marme © | WAWMN-POOL
Daascription
Add WWHN Blocks
Assignrmeant Order : Default (#) Saguential
Mext = Cancel

8. Click Next.
9. Click Add.

10. Modify the From field as necessary for the UCS Environment

L Modifications of the WWNN block, as well as the WWPN and MAC Addresses, can convey identifying infor-
mation for the UCS domain. Within the From field in our example, the 6th octet was changed from oo to 52 to rep-
resent as identifying information for this being in the UCS 6332 in the 4th cabinet.

‘ﬁ Also, when having multiple UCS domains sitting in adjacency, it is important that these blocks, the WWNN,
WWPN, and MAC hold differing values between each set.

11. Specify a size of the WWNN block sufficient to support the available server resources.
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Create WWN Block

Fream: | 20:00:00:25:85:52:00:00 | Siza

To ansure umigueness of WWHS n the SAN fabric, you are strongly encouraged to use
the follerwing WAWN prreshc

20:00:00:25: b5y

12. Click OK.

13. Click Finish and OK to complete creating the WWNN pool.

Create WWPN Pools

To configure the necessary WWPN pools for the Cisco UCS environment, complete the following steps:

1.

In Cisco UCS Manager, click SAN on the left.

Select Pools > root.

In this procedure, two WWPN pools are created, one for each switching fabric.
Right-click WWPN Pools under the root organization.

Select Create WWPN Pool to create the WWPN pool.

Enter WWPN-POOL-A as the name of the WWPN pool.

Optional: Enter a description for the WWPN pool.

Select Sequential for Assignment Order
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Create WWPN Pool 7 X
Defing Mame and Dascription Marre ¢ WWPN-POOL-A
Descripticn
Add WWN Blocks
Assignrmant Order Desfault () Saguential
Mext = Cancel

9. Click Next.
10. Click Add.

11. Specify a starting WWPN

‘& For the FlexPod solution, the recommendation is to place oA in the next-to-last octet of the starting WWPN to
identify all of the WWPNs as fabric A addresses. Merging this with the pattern we used for the WWNN we see a
WWPN block starting with 20:00:00:25:B5:52:0A:00
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12. Specify a size for the WWPN pool that is sufficient to support the available blade or server resources.

Create WWN Block

From: ‘ 20-00:00:25:85:52-04:00 | Sizge: [18 -

To ansure unigueness of WWNS in the SAN fabric, you are strongly encouraged to uss
th Follerwing WAWN preha:

20:00:00:2 5 bEo oy

13. Click OK.

14. Click Finish.

15. In the confirmation message, click OK.

16. Right-click WWPN Pools under the root organization.
17. Select Create WWPN Pool to create the WWPN pool.
18. Enter WWPN-POOL-B as the name of the WWPN pool.
19. Optional: Enter a description for the WWPN pool.

20. Select Sequential for Assignment Order.

21. Click Next.

22. Click Add.

23. Specify a starting WWPN.

'& For the FlexPod solution, the recommendation is to place oB in the next-to-last octet of the starting WWPN to
identify all of the WWPNs as fabric A addresses. Merging this with the pattern we used for the WWNN we see a
WWPN block starting with 20:00:00:25:B5:52:0B:00.

24. Specify a size for the WWPN address pool that is sufficient to support the available blade or server resources.



Server Configuration

25. Click OK.
26. Click Finish.
27. Inthe confirmation message, click OK

Create VSAN

1. To configure the necessary virtual storage area networks (VSANSs) for the Cisco UCS environment, complete the
following steps:

2. In Cisco UCS Manager, click the SAN on the left.

# In this procedure, two VSANSs are created.

3. Select SAN > SAN Cloud.

4. Right-click VSANs.

5. Select Create VSAN.

6. Enter VSAN-A as the name of the VSAN to be used for Fabric A
7. Leave FC Zoning set at Disabled.

8. Select Fabric A.

9. Enteraunique VSAN ID and a corresponding FCoE VLAN ID that matches the configuration in the MDS switch for
Fabric A. It is recommended to use the same ID for both parameters and to use something other than 1.
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Create VSAN

MNarme © | WSAN-A

FC Zoning Settings

? X

FC Zoning : |(e) Disabled Enabled

You are creating a local VSAN in fabric A that maps to
aVSAN ID that exists only in fabric A.

Enter the VSAN ID that maps to this WSAN.

WSANID: 101

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

Common/Global (e Fabric A Fabric B Both Fabrics Configured Differently

A WVLAN can be used to carry FCoE traffic and can be mapped to this
WSAN.

Enter the VLAN ID that maps to this VSAN.

FCoE VLAN : [ 101

10. Click OK and then click OK again.

11. Under SAN Cloud, right-click VSANs.

12. Select Create VSAN.

13. Enter VSAN-B as the name of the VSAN to be used for Fabric B.
14. Leave FC Zoning set at Disabled.

15. Select Fabric B.

16. Enter aunique VSAN ID and a corresponding FCoE VLAN ID that matches the configuration in the MDS switch for
Fabric B. Itis recommended use the same ID for both parameters and to use something other than 1.
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Create VSAN ? X

MNarme - | VSAN-B

FC Zoning Settings

FC Zoning - |/« Disabled Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

Comrman/Global Fabric A (e) Fabric B Both Fabrics Configured Differently

You are creating a local VSAN in fabric B that maps to ANLAM can be used to carry FCoE traffic and can be mapped to this
a WSAN D that exists only in fabric B. WSAN.

Enter the VSAN 1D that maps to this VSAM. Enter the VLAN ID that maps to this VSAN.

WSANID: 102 FCoE WLAN : | 102

o Cancel

17. Click OK, and then click OK again

Create FC Uplink Port Channels

To create the FC Uplink Port Channels and assign the appropriate VSANs to them for the Cisco UCS environment, complete
the following steps:

1. In Cisco UCS Manager, click SAN on the left.

2. Select SAN > SAN Cloud.

3. Expand Fabric A and select FC Port Channels.

4. Right-click FC Port Channels and select Create FC Port Channel.

5. Setaunique ID for the port channel and provide a unique name for the port channel.
6. Click Next.

7. Select the ports connected to Cisco MDS A and use >> to add them to the port channel
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Create FC Port Channel

v

Set FC Port Channel Name Port Channel Admin Speed : ‘Auto v
Ports Ports in the port channel
Port Slat ID WWPN Port Slat ID WWPN

3 1 20:03:8C:60... 1 1 20:01:8C:60...
4 1 20:04:8C:60... 2 1 20:02:8C:60...
5 1 20:05:8C:60... =
6 1 20:06:8C:60...

Slat ID: Slat ID:

WWPN: WWPN:

< Prev m Cancel

8. Click Finish to complete creating the port channel.

9. Click OK the confirmation.

10. Under FC Port-Channels, select the newly created port channel.

11. Intheright pane, use the pulldown to select VSAN-A
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SAN [ SAN Cloud / Fabric A / FC Port Channels /

General Ports Faults Events Statistics

Status Properties
Owerall Status - W Failed D 210
Additional Info - No operational members Fabric ID S A
Part Type . Aggregation
< m >
Actions Transport Type . Fc
Narme : [SP0O-101
Disable Port Channel Description
Add Ports VSAN o | Advsan WVSAN-A (1011 7
< m 3 Part Channel Admin Speed : | Auto v

Operational Speed{Gbps) : 0
12. Click Save Changes to assign the VSAN.
13. Click OK.
14. Expand Fabric B and select FC Port Channels.
15. Right-click FC Port Channels and select Create FC Port Channel.
16. Seta unique ID for the port channel and provide a unique name for the port channel.
17. Click Next.
18. Select the ports connected to Cisco MDS B and use >> to add them to the port channel.
19. Click Finish to complete creating the port channel.
20. Click OK on the confirmation.
21. Under FC Port-Channels, select the newly created port channel.
22. Inthe right pane, use the pulldown to select VSAN-B.
23. Click Save Changes to assign the VSAN.

24. Click OK.

Create vHBA Templates

To create the necessary virtual host bus adapter (vHBA) templates for the Cisco UCS environment, complete the following
steps:

1. In Cisco UCS Manager, click SAN on the left.
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10.

11.

12.

Select Policies > root.

Right-click vHBA Templates.

Select Create vHBA Template.

Enter vHBA-Template-A as the vHBA template name.
Keep Fabric A selected.

Leave Redundancy Type set to No Redundancy.

Select VSAN-A.

Leave Initial Template as the Template Type.

Select WWPN-POOL-A as the WWPN Pool.

Click OK to create the vHBA template.

Click OK

Create vHBA Template

Mzarme vHBA-Template-A
Dreascription

Fataric I Dofel A =]
Redundancy

Redundancy Type
Sedact VEAN
Tarmplate Typs
Max Data Field Siza
WWIFT Poal
OoS Pobcy
Pin Graug

Stats

: |¢ My Redunctancy Primary Termplats

Sacondary Termplate

Create W5AM

WEAMN-A b

: | nitial Template (&) Updsting Tarmplate

2048
WAWPMN-POOL-A[TENTE) w
=not set= ¥

=not sats ol

Threeshold Policy : default *

Cancel

13.

14.

Right-click vHBA Templates.

Select Create vHBA Template.
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15. Enter vHBA-Template-B asthe vHBA template name.
16. Leave Redundancy Type set to No Redundancy.

17. Select Fabric B as the Fabric ID.

18. Select VSAN-B.

19. Leave Initial Template as the Template Type.

20. Select WWPN-POOI-B as the WWPN Pool.

21. Click OK to create the vHBA template.

22. Click OK.

Create SAN Connectivity Policy

To configure the necessary Infrastructure SAN Connectivity Policy, complete the following steps:

1. In Cisco UCS Manager, click SAN on the left.

2. Select SAN > Policies > root.

3. Right-click SAN Connectivity Policies.

4. Select Create SAN Connectivity Policy.

5. Enter FC-BOOT as the name of the policy.

6. Selectthe previously created WWNN-POOI for the WWNN Assignment.
7. Click the Add button at the bottom to add a vHBA.

8. Inthe Create vHBA dialog box, enter FABRIC-A as the name of the vHBA.
9. Selectthe Use vHBA Template checkbox.

10. Inthe vHBA Template list, select vHBA-Template-A.

11. Inthe Adapter Policy list, select WindowsBoot
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Create vHBA. ?

Paer Marmea

wHBA-Tarmplate-5 »

Adapter Parformance Profile

< o

12. Click OK.

13. Click the Add button at the bottom to add a second vHBA.

14. Inthe Create vHBA dialog box, enter FABRIC-B as the name of the vHBA.
15. Select the Use vHBA Template checkbox.

16. Inthe vHBA Template list, select vHBA-Template-B.

17. Inthe Adapter Policy list, select WindowsBoot.

18. Click OK
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Create SAN Connectivity Policy ? X
Marme ;| FC-BOOT
Daascription :

A server is identified on a SAN by its World Wide Node Name (WWHN). Specify bow the systermn should assign & WWHNN 1o the server associated

wwith this profle.
World Wide Node Name

VTN Assignrment: WAWNM-POOL 16/ 16) ¥

AN willl be assigned from the selacted pool.
vailzblatotal WWWRNS are displayed after the pool narme.

Maarme WAWEN

» vHBA FABRIC-B Drearivesd

» vHEA FABRIC-A Draarivesd
+ Add

19. Click OK to create the SAN Connectivity Policy.

20. Click OK to confirm creation.

Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.

2. Select Pools > root.

L In this procedure, two MAC address pools are created, one for each switching fabric.

3. Right-click MAC Pools under the root organization.

4. Select Create MAC Pool to create the MAC address pool.
5. Enter MAC-POO1-A as the name of the MAC pool.

6. Optional: Enter a description for the MAC pool.

7. Select Sequential as the option for Assignment Order.
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8. Click Next.
9. Click Add.

10. Specify a starting MAC address.

‘ﬂ For the FlexPod solution, the recommendation is to place oA in the next-to-last octet of the starting MAC ad-
dress to identify all of the MAC addresses as fabric A addresses. In our example, we have carried forward the of al-
so embedding the UCS domain number information giving us 00:25:B5:52:0A:00 as our first MAC address.

11. Specify a size for the MAC address pool that is sufficient to support the available blade or server resources.

Create a Block of MAC Addresses ? X

First MAC Address ;| 00:25:B5:52:04:00 Size o | 48 .
Ta ermsure uniguanass af MACS n the LAN fabric, you are strongly encowaged to wusa the follkawing MAC

prefix:
D0 25:B5 ey

12. Click OK.

13. Click Finish.

14. Inthe confirmation message, click OK.

15. Right-click MAC Pools under the root organization.

16. Select Create MAC Pool to create the MAC address pool.
17. Enter MAC-POOL-B as the name of the MAC pool.

18. Optional: Enter a description for the MAC pool.

19. Select Sequential as the option for Assignment Order.
20. Click Next.

21. Click Add.

22. Specify a starting MAC address.
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# For the FlexPod solution, it is recommended to place oB in the next to last octet of the starting MAC address

to identify all the MAC addresses in this pool as fabric B addresses. Once again, we have carried forward in our ex-
ample of also embedding the UCS domain number information giving us 00:25:B5:52:0B:00 as our first MAC ad-
dress.

23.

24.

25.

26.

Specify a size for the MAC address pool that is sufficient to support the available blade or server resources.
Click OK.
Click Finish.

In the confirmation message, click OK.

Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, complete the
following steps:

1.

10.

11.

12.

13.

14.

15.

In Cisco UCS Manager, click Servers on the left.

Select Pools > root.

Right-click UUID Suffix Pools.

Select Create UUID Suffix Pool.

Enter UUID-POOL as the name of the UUID suffix pool.
Optional: Enter a description for the UUID suffix pool.
Keep the prefix at the derived option.

Select Sequential for the Assignment Order.

Click Next.

Click Add to add a block of UUIDs.

Keep the From field at the default setting.

Specify a size for the UUID block that is sufficient to support the available blade or server resources.
Click OK.

Click Finish.

Click OK.

Create Server Pool

To configure the necessary server pool for the Cisco UCS environment, complete the following steps:
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‘ﬂ Consider creating unique server pools to achieve the granularity that is required in your environment.

1. In Cisco UCS Manager, click Servers on the left.

2. Select Pools > root.

3. Right-click Server Pools.

4. Select Create Server Pool.

5. EnterMS-Server-Pool asthe name of the server pool.
6. Optional: Enter a description for the server pool.

7. Click Next.

8. Select two (or more) servers to be used for the Hyper-V management cluster and click >> to add them to the MS-
Server-Pool server pool.

9. Click Finish.

10. Click OK.

Create VLANSs

To configure the necessary virtual local area networks (VLANSs) for the Cisco UCS environment, complete the following
steps:

1. In Cisco UCS Manager, click LAN on the left.

# In this procedure, five unique VLANSs are created. See Table 1.

2. Select LAN > LAN Cloud.

3. Right-click VLANSs.

4. Select Create VLANS.

5. EnterNative-VLAN as the name of the VLAN to be used as the native VLAN.
6. Keepthe Common/Global option selected for the scope of the VLAN.

7. Enter the native VLANID.

8. Keep the Sharing Type as None.

9. Click OK, and then click OK again.
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Create VLANSs ? X
VLAN Name/Prefix o | Native-V0LAN

Multicast Policy Name © | cpot set> w Create Multicast Policy

o) Common/Global Fabric A Fabric B Both Fabrics Configured Differently

You are creating global VLANs that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN IDs_(e.qg. " 2009-2019% , "29,35,40-45", " 23", " 23 34-45")

VAN IDs - | 2

Sharing Type : |(#) None Primary Isolated Commurity

Check Overlap o Cancel

10. Expand the list of VLANs in the navigation pane, right-click the newly created Nat ive-VLAN and select Set as
Native VLAN.

11. Click Yes, and then click OK.

12. Right-click VLANs.

13. Select Create VLANSs

14. Enter MS-IB-MGMT as the name of the VLAN to be used for management traffic.
15. Keep the Common/Global option selected for the scope of the VLAN.

16. Enter the In-Band management VLAN ID.

17. Keep the Sharing Type as None.

18. Click OK, and then click OK again.

19. Right-click VLANSs.

20. Select Create VLANSs.
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21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33
34-
35.
36.
37-
38.
39-
40.
41.
42.
43.
b4
45.
46.

47.

Enter MS-SMB-1 as the name of the VLAN to be used for SMB File share.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the SMB File Share VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Right-click VLANS.

Select Create VLANS.

Enter MS—SMB-2 as the name of the VLAN to be used for 2™ SMB File share.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the Infrastructure SMB File Share VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again

Right-click VLANS.

Select Create VLANS.

Enter MS-LVMN as the name of the VLAN to be used for Live Migration.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the Live Migration VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Select Create VLANS.

Enter MS-Cluster as the name of the VLAN to be used for Cluster communication network.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the Cluster network VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Select Create VLANS.

Enter MS-Tenant-VM as the name of the VLAN to be used for VM Traffic.
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48. Keep the Common/Global option selected for the scope of the VLAN.
49. Enter the VM-Traffic VLAN ID.
50. Keep the Sharing Type as None.

51. Click OK, and then click OK again.

Modify Default Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given server
configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus adapter
(HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment, complete the
following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Policies > root.

3. Expand Host Firmware Packages.

4. Select default.

5. Inthe Actions pane, select Modify Package Versions.

6. Selectthe version 3.1(2f) for both the Blade and Rack Packages.
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Modify Package Versions X
Blade Package : |3-'[2f]E‘ v
Rack Package : |3.1(2f)C v

Excluded Components:

Adapter

Host NIC Option ROM
cimc

Board Controller

Flex Flash Controller
BIOS

PsSU

SAS Expander

Storage Controller Onboard Dewvice

Storage Device Brdge
GPLs
FC Adapters
| Local Disk
HEA Orinn GO

oK Cancel Help

7. Click OK then OK again to modify the host firmware package.

Set Jumbo Frames in Cisco UCS Fabric

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.

2. Select LAN > LAN Cloud > QoS System Class.

3. Intheright pane, click the General tab.

4. Onthe Best Effort row, enter 9216 in the box under the MTU column.
5. Click Save Changes in the bottom of the window.

6. Click OK
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LAN / LAN Cloud / QoS System Class

Priarity Enabled CoS Packet Weight Weight MTU Multicast
Drop (%) Optimized

Platinum 5 0 v N/A normal v

Gold 4 < g v N/A normal v

Silver 2 d a v NIA normal v

Bronze 1 4 7 v N/A narmal v

Best Any 5 v 50 9216 v

Effort

Fibre 3 5 v 50 N/A

Channel

Create Local Disk Configuration Policy (Optional)

A local disk configuration for the Cisco UCS environment is necessary if the servers in the environment do not have a local
disk.

# This policy should not be used on servers that contain local disks.

To create a local disk configuration policy, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Policies > root.

3. Right-click Local Disk Config Policies.

4. Select Create Local Disk Configuration Policy.

5. Enter SAN-Boot as the local disk configuration policy name.
6. Change the mode to No Local Storage.

7. Click OK to create the local disk configuration policy.
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Create Local Disk Configuration Policy ? X
Mdzrme - | SANM-Boot
Dresssesrmption
Micdes - | Mo Local Storage -
FlesxFlash
FlexFlash State e Disable Enalile
If FlexFlash State is disabled, 50D cards wall bacome unavallabds immmediateshy.
Flegssa arvsure S0 cards are not m use befara dssabling the FlexFlash Stats.
FlexFlash RAID Reparting State [l Disable Enalile
o Y
8. Click OK.

Create Network Control Policy for Cisco Discovery Protocol (CDP) and Link Layer Discovery Protocol
(LLDP)

To create a network control policy that enables CDP and LLDP on virtual network ports, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.

2. Select Policies > root.

3. Right-click Network Control Policies.

4. Select Create Network Control Policy.

5. Enter Enable-CDP-LLDP as the policy name.

6. For CDP, select the Enabled option.

7. For LLDP, scroll down and select Enabled for both Transmit and Receive.

8. Click OK to create the network control policy.
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Create Network Control Policy ?
copP : [ Disabled (#) Enabled |

MAC Fagister Made |# Only Mative Wian All Hast Wiares |

Action an Uplink Fzl ;=) Link Dawn Warnirg |

MALC Security

Forge: [« Allow Cesry

LLDP

Transrmit ; | Disabled («) Enabled |

Receive : [T Disabled (s Enabled |

< -~

9. Click OK.

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Servers tab on the left.

2. Select Policies > root.

3. Right-click Power Control Policies.

4. Select Create Power Control Policy.

5. Enter No-Power-Cap as the power control policy name.
6. Change the power capping setting to No Cap.

7. Click OK to create the power control policy.

8. Click OK.
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Create Power Control Policy 7 X

MNarme - | Mo-Power-Cap
Description

Fan Speed Policy - | Any v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Prionty values range from 1 to 10, with 1 being the highest priornity. If
vou choose no-cap, the server is exempt from all power capping.

o Mo Cap cap

Cisco UGS Manager only enforces power capping when the servers in @ power group require
more power than 1s currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

o Cancel

Create Server Pool Qualification Policy (Optional)

To create an optional server pool qualification policy for the Cisco UCS environment, complete the following steps:

L This example creates a policy for Cisco UCS B-Series and Cisco UCS C-Series servers with the Intel E2660 v4 Xeon
Broadwell processors.

1. In Cisco UCS Manager, click Servers on the left.
2. Select Policies > root.

3. Right-click Server Pool Policy Qualifications.

4. Select Create Server Pool Policy Qualification.
5. Name the policy UCS-Broadwell.

6. Select Create CPU/Cores Qualifications.

7. Select Xeon for the Processor/Architecture.

8. Enter UCS-CPU-E52660E asthe PID.

9. Click OK to create the CPU/Core qualification.

10. Click OK to create the policy then OK for the confirmation.
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Create CPU/Cores Qualifications

Processor Architecture : | Xeon v FID (RegEx) - |UCS-CPU-E52660E]|

Min Mumber of Cores  :© |(e) Unspecified select Max Number of Cores  : |(e) Unspecified
Min Mumber of Threads : |(e) Unspecified select Max Mumber of Threads : |(e) Unspecified
CPU Speed (MHz) o | Unspecified select CPU Stepping © |®) Unspecified

select
select

select

Cancel

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.
2. Select Policies > root.

3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. EnterMS-Host as the BIOS policy name.

6. Change the Quiet Boot setting to disabled.

7. Change Consistent Device Naming to enabled.
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Processor

Intel Directed 10

RAS Memory

Serial Port

UsB

arl

LOM and PCle Slots

Trusted Platform

Graphics Configuration

Boot Options

Server Management

Create BIOS Policy

Name :  VM-Host
Description

Reboot on BIOS Settings Change : L

'enabled (e Platform Default

)enabled (@) Platform Default

Quiet Boot : | disabled (_
Post Error Pause : | disabled
Resume Ac On Power Loss () stay-off

() last-state () reset () Platform Default |

: Jenabled l\ Platform Default

|
Front Panel Lockout B | disabled (
|

Eonsustent Device Naming

i disabled (®) enabled ) Platform Default ]

Next >

&

Cancel

10.

11.

12.

13.

Click on the Processor tab on the left.

Set the following within the Processor tab

Processor C State -> disabled

Processor CaE -> disabled

Processor C3 Report -> disabled

Processor C7 Report -> disabled
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Create BIOS Policy ?
Main Turbo Boost : | Ddisabled () enabled (8) Platform Default |
Enhanced Intel Speedstep : | i disabled () enabled (o) Platform Default |
Hyper Threading : | _idisabled () enabled (o) Platform Default |
Intel Directed 10 Core Multi Processing : | Platform Default v
Execute Disabled Bit : | _disabled () enabled (o) Platform Default |
RAS Memory Virtualization Technology (WVT) | " disabled () enabled (s) Platform Default |
Hardware Pre-fetcher | i disabled () enabled (o) Platform Default |
Serial Port § - §
Adjacent Cache Line Pre-fetcher | _idisabled () enabled () Platform Default |
uUse DCU Streamer Pre-fetch | i disabled () enabled (o) Platform Default |
DCU IP Pre-fetcher | ) disabled () enabled (@) Platform Default |
PCI
Direct Cache Access | _rdisabled () enabled () auto () Platform Default
apl Processor C State : |(®) disabled () enabled () Platform Default
Processor C1E : |-§_‘.- disabled () enabled () Platform Default
Low snacie s P e T
Processor C6 Report ;| disabled () enabled (®) Platform Default
Trusted Platform
Processor C7 Report : |disabled v I
Graphics Configuration Processor CMCI : | Jenabled () disabled (@) Platform Default |
CPU Performance : |Platf0rm Default v |
Boot Options - - -
Max Vanable MTRR Setting : | _Jauto-max ()8 (e Platform Default |
Sorier Manacsient Local X2 APIC : [ xapic () x2apic () auto (e) Platform Default |

14. Scroll down to the remaining Processor options, and select:
15. Energy Performance -> performance
16. Frequency Floor Override -> enabled

17. DRAM Clock Throttling -> performance

Serial Port Energy Performance performance
Frequency Floor Override () disabled (e enabled () Platform Default
use - - - -
P-STATE Coordination ) hwe-all ) swe-all () sw-any (o) Platform Default
PCI ERAM Clock Throttling performance v
Channel Interleaving Platform Default v
QPl
Rank Interleaving : |Platfurm Default L
Demand Scrub : | disabled () enabled (®) Platform Default
LOM and PCle Slots | - |
Patrol Scrub . | T disabled () enabled () Platform Default |
Trusted Platform Altitude : | Platform Default v
Package C State Limit : |Dlaﬂmm Default v |
Graphics Configuration - - ) )
CPU Hardware Power Management : | Jdisabled ) hwpm-native-mode () hwpm-oob-mode (e Platform Default
Boot Options Energy Performance Tuning : | _os () bios (e) Platform Default |
Workload Configuration : | _ balanced () io-sensitive (®) Platform Default
Server Management '
< Prev Next > m Cancel
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18. Click on the RAS Memory option, and select:

19. LV DDR Mode -> performance-mode

Main

Processor

Intel Directed 10

RAS Memory

Serial Port

use

PCI

QPl

LOM and PCle Slots

Trusted Platform

Graphics Configuration

Boot Options

Server Management

Create BIOS Policy

Memaory RAS Conhg

Platform Default v

NUNMA : disabled

enabled (o) Platform Default

E\«’ DOR Mode

() power-saving-mode (@) performance-mode () auto () Platform Defaultj

DRAM Refresh Rate

DDR3 Voltage Selection :

[ ddr3-1500my (

: | Platform Default v

ddr3-1350mv (e Platform Default

< Prev

Next >

&

Cancel

20. Click Finish to create the BIOS policy.

21. Click OK.

Update the Default Maintenance Policy

To update the default Maintenance Policy, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Policies > root.

4.

Select Maintenance Policies > default.

Change the Reboot Policy to User Ack.

Select "On Next Boot” to delegate maintenance windows to server administrators.
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Servers / Policies / root [/ Maintenance Poli... / default

General Ewvents
Actions Properties
Mame . default
how Policy Usage Description
Owner . Local
Soft Shutdown Timer : | 150 Secs v
Reboaot Policy : Immediate e User Ack Timer Automatic

| On Next Boot |[Apply pending changes at next reboot.)

6. Click Save Changes.
7. Click OK to accept the change.

Create vNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, complete the following
steps. A total of 2 vNIC Templates will be created.

Create Infrastructure vNICs

1. In Cisco UCS Manager, click LAN on the left.

2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create vNIC Template.

5. Enter Host-A asthe vNIC template name.

6. Keep Fabric A selected.

7. Do not select the Enable Failover checkbox.

8. Select Primary Template for Redundancy Type.

9. Leave the Peer Redundancy Template set to <not set>.
10. Under Target, make sure that only the Adapter checkbox is selected.
11. Select Updating Template as the Template Type.

12. Under VLANS, select the checkboxes for MS-IB-MGMT, MS-Cluster, MS-CSV, MS-SMB1, MS-SMB2, and MS-
Tenant-VM VLANs.
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13. Set Native-VLAN as the native VLAN.

14. Select vNIC Name for the CDN Source.
15. For MTU, enter gooo.

16. Inthe MAC Pool list, select MAC-POOL-A.

17. Inthe Network Control Policy list, select Enable-CDP-LLDP.
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Create VNIC Template ?
Name Host-A
Description
Fabric ID (e) Fabric A () FabricB [ | Enable Failover
Redundancy
Redundancy Type : |@ No Redundancy () Primary Template () Secondary Template
Target
z‘ Adapter
| wm
Warning
If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten
Template Type () Initial Template (e) Updating Template
VLANs
Y, Advanced Filter 4 Export  #% Print i:!-
Select Name Native VLAN
MS-Cluster (
v MS-CSV (
v MS-IB-MGMT
MS-iSCSI-A D)
MS-iSCSI-B D)
v MS-LVMN D
4 MS-SMB-1 D)
v MS-SMB-2 O
v MS-Tenant-VM C
CDN Source (8) vNIC Name () User Defined
MTU 9000
MAC Pool MAC-POOL-A(42/48) ¥
QoS Policy <not set> ¥
Network Control Policy : | Enable-CDP-LLDP ¥
Pin Group <not set> v ‘
Stats Threshold Policy : | default ¥
Connection Policies
() Dynamic yNIC (") usNIC (") VMQ
Dynamic vNIC Connection Policy : | <not set> v

18. Click OK to create the vNIC template.
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19. Click OK.

Create the secondary redundancy template Infra-B:

1. Select LAN on the left.

2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create vNIC Template

5. Enter Host-B asthe vNIC template name.

6. Select FabricB.

7. Do notelect the Enable Failover checkbox.

8. SetRedundancy Type to Secondary Template.

9. Select Infra-A for the Peer Redundancy Template.

10. Inthe MAC Pool list, select MAC-POOL-B. The MAC Pool is all that needs to be selected for the Secondary Tem-
plate.

11. Click OK to create the vNIC template.
12. Click OK.

Create LAN Connectivity Policy for FC Boot

To configure the necessary Infrastructure LAN Connectivity Policy, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.

2. Select LAN > Policies > root.

3. Right-click LAN Connectivity Policies.

4. Select Create LAN Connectivity Policy.

5. Enter FC-Boot as the name of the policy.

6. Click the upper Add button to add a vNIC.

7. Inthe Create vNIC dialog box, enter 00-Host—-A as the name of the vNIC.
8. Select the Use vNIC Template checkbox.

9. Inthe vNIC Template list, select Host-A.

10. Inthe Adapter Policy list, select Windows.

11. Click OK to add this vNIC to the policy.
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Radundarcy

vNIC Termplata: | Host-A Creata

Create vNIC

Mame: | 00-Host-A
Use wMIC Ternplata: #

Pair: Pear Name -

wNIC Templaie

Adapter Performance Profile

Adaptar Policy - | windaws v Craate Etharmet Adapter Policy

Cancel

12.

13.

14.

15.

16.

17.

Click the upper Add button to add another vNIC to the policy.

In the Create vNIC box, enter 01 -Host-B as the name of the vNIC.

Select the Use vNIC Template checkbox.
In the vNIC Template list, select Host-B.
In the Adapter Policy list, select Windows.

Click OK to add the vNIC to the policy.
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Tz . FC-Boot

Descrigtic

Chaenes . Local

Click Add to specity one ar more wMICS that the server shauld use ta connect o the LAN
*
[ ]
+! Adc

+ Add iISCSI vNICs

18. Click OK, then OK again to create the LAN Connectivity Policy.

Create FC Boot Policy

This procedure applies to a Cisco UCS environment in which two Fibre Channel logical interfaces (LIFs) are on cluster node 1
(fcp_lifoza and fcp_lifo1b) and two Fibre Channel LIFs are on cluster node 2 (fcp_lifo2a andfcp_lifo2b). Also, it is assumed
that the A LIFs are connected to Fabric A (Cisco UCS Fabric Interconnect A) and the B LIFs are connected to Fabric B (Cisco
UCS Fabric Interconnect B).

One boot policy is configured in this procedure. The policy configures the primary target to be fcp_lifo1a.
To create a boot policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.
2. Select Policies > root.

3. Right-click Boot Policies.

4. Select Create Boot Policy.

5. Enter FC-Boot asthe name of the boot policy.

6. Optional: Enter a description for the boot policy.

‘# Do not select the Reboot on Boot Order Change checkbox.

7. Keep the Reboot on Boot Order Change option cleared.
8. Expand the Local Devices drop-down menu and select Local CD/DVD.

9. Expand the vHBAs drop-down menu and select Add SAN Boot.
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10. Select the Primary for type field.

11. Enter FABRIC-A in vHBA field.

Add SAN Boot

wgA: | FABRIC-A
Type - [ Primary () Secondary () Any |

12. Click OK.
13. From the vHBA drop-down menu, select Add SAN Boot Target.
14. Keep o as the value for Boot Target LUN.

15. Enter the WWPN for fcp_lifo1a

'ﬁ To obtain this information, log in to the storage cluster and run the network interface show command

16. Select Primary for the SAN boot target type.
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Add SAN Boot Target ? X
Boot Target LUM ¢ [0
Boak Target WWWPM ;| 20:013:000a0:98:a9 fed2
Type * | Prirmary Secandary
n Cancel
17. Click OK to add the SAN boot target.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

From the vHBA drop-down menu, select Add SAN Boot Target.
Enter o as the value for Boot Target LUN.

Enter the WWPN for fcp_lifo2a.

Click OK to add the SAN boot target.

From the vHBA drop-down menu, select Add SAN Boot.

In the Add SAN Boot dialog box, enter FABRIC-B in the vHBA box.
The SAN boot type should automatically be set to Secondary.
Click OK to add the SAN boot.

From the vHBA drop-down menu, select Add SAN Boot Target.
Keep o as the value for Boot Target LUN.

Enter the WWPN for fcp_lifo1b.

Select Primary for the SAN boot target type.

Click OK to add the SAN boot target.

From the vHBA drop-down menu, select Add SAN Boot Target.

Keep o as the value for Boot Target LUN.
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33. Enter the WWPN for fcp_lifo2b.

34. Click OK to add the SAN boot target. Click OK, then click OK again to create the boot policy.

Create Boot Policy 7 X

Narme : | FG-Boot

Descripgtion

t on Boot Order Change

MICHAHBAGSCS! Marma: ¥

Aoda I [#) Lagacy Ueh

mary/secondary) does not indicate &
e order of boot devi
I Enforce vNIC/vHBA/ISCS] Name
Fitis not selected, the wWNICs/vHBAS are sale

(=) Local Devices Boot Order
i + — T.AdvancedFiter 4 Export o Print el
At
amie O wMICIWHBASS.. Type ML = B B =
CO/DVD
« San

p SAN Primary

p SAN Secondary FABRIC-B

Ad Embeddad Local Disk

Create Service Profile Templates

In this procedure, one service profile template for Infrastructure Hyper-V hosts is created for Fabric A boot.
To create the service profile template, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Service Profile Templates > root.

3. Right-click root.

4. Select Create Service Profile Template to open the Create Service Profile Template wizard.

5. Enter Hyper-vV-Host-FC as the name of the service profile template. This service profile template is configured
to boot from storage node 1 on fabric A.

6. Selectthe “"Updating Template” option.

7. Under UUID, select UUID_Pool as the UUID pool.
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8.

Identify Service Profile Template
Storage Provisioning
Networking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order
Maintenance Policy

Server Assignment

Operational Policies

Click Next.

Configure Storage Provisioning

1.

2.

Create Service Profile Template ?

You must enter a name lor the service profile template and specily the template type. You can also specily how a UUID will be assigned to this
termplate and enter a descrption.

Name : | Hyper-V-Host-FC

The template will be created in the following organization. Its narme muest be unigue within this organization.
‘Where : org-root
The template will be created in the following organization. Its nama must be unigue within this organization.

ype | | initial Template (») Updating Template
Specify how the UUID will be assigned to the server associated with the senice generated by this ternplate.
uuID

UUID Assignment: MS-UUID-POOL{36/36) v

The UUID will be assigned from the selected pool.
The available/total UUIDSs are displayed after the paol narme.

Optionally enter a dascription for the profile. The description can contain infarmation abouwt when and where the service profila should ba used.

Next > Cancel

If you have servers with no physical disks, click on the Local Disk Configuration Policy and select the SAN-Boot Lo-
cal Storage Policy. Otherwise, select the default Local Storage Policy.

Click Next.

Configure Networking Options

1.

Keep the default setting for Dynamic vNIC Connection Policy.

Select the “"Use Connectivity Policy” option to configure the LAN connectivity.

Select FC-Boot from the LAN Connectivity Policy pull-down.

Leave Initiator Name Assignment at <not set>.
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Create Service Profile Template 7 X

Optionally specify LAN configuration information.
Identify Service Profile

Template

Dynamic vNIC Gonnection Policy:| Select a Policy to use (no Dynamic vNIC Policy by default) ¥
Storage Provisioning

Create Dynamic vNIC Connection Policy

Networking
SAN Connectivit How would you like to configure LAN connectivity?
() Simple () Expert () Mo wNICs (s) Use Connectivity Policy
Zoning ; - .
LAN Cannectivity Policy FC-Boot v Create LAN Connectivity Policy
wNIC/vHBA Placement Initiator Name
vMedia Policy Initiator Name Assignment: <not set= v
Create IQN Suffix Pool
Server Boot Order

WARNING: The selected pool does not contain any available entities.

. . You can select it, but it is recommended that you add entities to it.
Maintenance Policy

Server Assignment

Operational Policies

< Prev Next > m Cancel

5. Click Next.

Configure Storage Options

1. Select the Use Connectivity Policy option for the *How would you like to configure SAN connectivity?” field.

2. Select the FC-BOOT option from the SAN Connectivity Policy pull-down.
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Create Service Profile Template ?
Optionally specify disk policies and SAN configuration information.
Identify Service Profile
Template
How would you like to configure SAN connactivity?
Storage Provisioning Simpla Expert No vHBAs (#) Use Conne
SAN Connectivity Policy EC-BOOT ¥ Create SAN Connectivity Policy
Networking
SAN Connectivity
Zoning
W¥NIC/vHBA Placement
vMedia Policy
Server Boot Order

Maintenance Policy
Sarver Assignment

‘Operational Policies

< Prav Next > m Cancel

3. Click Next.

Configure Zoning Options
1. Click Next.

Configure vNIC/HBA Placement

1. Inthe “Select Placement” list, leave the placement policy as “Let System Perform Placement”.
2. Click Next.

Configure vMedia Policy

1. Do notselect a vMedia Policy.
2. Click Next.

Configure Server Boot Order

1. Select FC-Boot for Boot Policy.
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Create Service Profile Template ?
Opticnally spacify the baot policy for this service profile termplata.
Identify Service Profile
Template
Select a boot policy.
Storage Provisioning Boat Polic Create Boo
Narmie : FC-Boot
Networking
Description
Reboot on Boot Order Change  : No
SAN Connectivity Enforce vNIC/VHBASISCSI Narme: Yes
Boat Mode : Legacy
Zoning WARNINGS:
The type (primary/secondary) does not indicate a boat order presence.
The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.
VNIC/vHBA Placement If Enforce vNIC/VHBA/iISCSI Name = selected and the vNIC/VHBAJISCS! does not exist, a config error will be reported.
If it is not selected. the vINICs/VHBAS are selected if thay exist. otherwise the vNIC/HVHBA with the kowest PCle bus scan order is used,
vMedia Policy Boot Order
4+ = TY,Aavanced Filter 4 Export o Print ﬂ.

Server Boot Order

Name Order & WwNIC/VHBA. Type WWN LUN Narme

Number BootName  Boot Patt Description

Maintenance Policy

Server Assignment

Operational Policies

TR - Y

2. Click Next.

Configure Maintenance Policy

1. Change the Maintenance Policy to default.
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Create Service Profile Template ? X

Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this
Identify Service Profile service profile.

Template

Storage Provisioning (=) Maintenance Policy

Select a maintenance policy to include with this service profile or create a new maintenznce policy that will be accessible to all service profiles.

MNetworking Maintenance Policy:| default » Create Maintenance Policy
SAN Connectivity
Narme . default
Zoning Description :
Soft Shutdown Timer : 150 Secs
vNIC/vHBA Placement Reboot Palicy : User Ack
wvMedia Policy

Server Boot Order
Maintenance Policy
Server Assignment

Operational Policies

< Prev Next > m Cancel

2. Click Next.

Configure Server Assignment

To configure server assignment, complete the following steps:

1. Inthe Pool Assignment list, select MS-Server-Pool.
2. Select Down as the power state to be applied when the profile is associated with the server.
3. Optional: select "UCS-Broadwell” for the Server Pool Qualification.

4. Expand Firmware Management at the bottom of the page and select the default policy
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R

Create Service Profile Template

Optionally specity a server pool for this service profile templata.

Identify Service Profile
Template
You can select & server paol you want to associate with this service profla termplata.
Storage Provisioning Poal Assignment:| pS-Server-Poal Create Server Pool
Metworking Sedect the power State to be applied whan this profile is associated
with the: server.
Up () Dawn

SAN Connectivity
Zoning )

The service profile termplate will be associated with one of the servers in the salected pool.

If desired, you can specify an additional server poal policy qualification that the selected server must meat. To do 5o, select the gualihication frorm
wNIG/vHBA Placement the st

Server Pool Qualhcation :

viedia Policy Restrict Migratian
Sarver Boot Order (=) Firmware Management (BIOS, Disk Controller, Adapter)

Maintenance Policy
Server Assignment

Operational Policies

5. Click Next.

IF wou select a host fermware palicy for this service profle, the profile will update the firmware on the server that it is associated with.
Othearwise the systarn wses the firmware slready nstalled on the associated server.

Hast Firmware Package) MS-HostFinmmeare v

Create Host Firmeane Package

< Prev Next >

Configure Operational Policies

To configure the operational policies, complete the following steps:

1. Inthe BIOS Policy list, select MS-Host.

2. Expand Power Control Policy Configuration and select No-Power-Cap in the Power Control Policy list.
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3.

4.

Create Service Profile Template ?

Optionally specify information that aflects how the system oparates.
Identify Service Profile
Template

(=) BIOS Configuration
Storage Provisioning

it will be associated with this service profile

want to override the default BIOS settings, select a BIOS policy

Networking BIOS Palicy: | MS-Host v

SAN Connectivity

(#) External IPMI Management Configuration
Zoning

+ Management |P Address
wNIC/vHBA Placement

() Monitoring Configuration (Thresholds)

vMedia Policy
=) Power Control Policy Configuration
Server Boot Order
Power control policy determines power allocation for a server in a given power group.
Power Contrad Palicy: | Na-Power-Cap v Create Power Contre
Maintenance Policy - i
Server Assignment # Scrub Policy
Operational Policies () KVM Management Policy

Click Finish to create the service profile template.

Click OK in the confirmation message.

Create Service Profiles

To create service profiles from the service profile template, complete the following steps:

1.

N

Connect to UCS Manager and click Servers on the left.

Select Service Profile Templates > root > Service Template Hyper-V-Host-FC.
Right-click Hyper-V-Host-FC and select Create Service Profiles from Template.
Enter Hyper-V-Host-0 as the service profile prefix.

Enter 1 as “Name Suffix Starting Number.”

Enter 2 as the "Number of Instances.”

Click OK to create the service profiles.



Server Configuration

Create Service Profiles From Template

Maming Prahs

Hyper-v-Host-0

Mame Suffix Starting Mumber

Mumber of Instancas

8. Click OK in the confirmation message.

Add More Servers to FlexPod Unit

B

Cancel

A

Additional server pools, service profile templates, and service profiles can be created in the respective organizations to add
more servers to the FlexPod unit. All other pools and policies are at the root level and can be shared among the

organizations.

Gather Necessary Information

After the Cisco UCS service profiles have been created, each infrastructure server in the environment will have a unique
configuration. To proceed with the FlexPod deployment, specific information must be gathered from each Cisco UCS server
and from the NetApp controllers. Insert the required information into Table 6 and Table 7 below.

Table6 WWPNs from NetApp storage

Infra-MS-SVM fcp_lifo1a Fabric A <fcp_lifoza-wwpn>
fcp_lifoib FabricB <fcp_lifoib-wwpn>
fcp_lifoza Fabric A <fcp_lifo2a-wwpn>
fcp_lifo2b FabricB <fcp_lifo2b-wwpn>

‘ﬂ To obtain the FC WWPNSs, run the network interface show command on the storage cluster management interface.

Table7 WWPNSs for UCS Service Profiles

Cisco UCS Service Profile Name _ Initiator WWPN
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Cisco UCS Service Profile Name _

Initiator WWPN

Hyper-V-Host-o1 Fabric A Hyper-V-Host -o1-wwpna
Fabric B Hyper-V-Host -o1-wwpnb
Hyper-V-Host -02 Fabric A Hyper-V-Host -02-wwpna
Fabric B Hyper-V-Host -02-wwpnb

'ﬂ To obtain the FC vHBA WWPN information in Cisco UCS Manager GUI, go to Servers > Service Profiles > root. Click
each service profile and then click the “Storage” tab, then “"vHBAs" tab on the right. The WWPNs are displayed in the

table at the bottom of the page.
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SAN Switch Configuration
___________________________________________________________________________________________________________________________|

This section provides a detailed procedure for configuring the Cisco MDS gooos for use in a FlexPod environment. Follow
these steps precisely because failure to do so could result in an improper configuration.

If directly connecting storage to the UCS fabric interconnects, skip this section.

Physical Connectivity

Follow the physical connectivity guidelines for FlexPod as covered in the section “FlexPod Cabling.”

FlexPod Cisco MDS Base

The following procedures describe how to configure the Cisco Nexus switches for use in a base FlexPod environment. This
procedure assumes the use of the Cisco MDS 9148s with NX-OS

Set Up Initial Configuration

Cisco MDS 9148S A

To set up the initial configuration for the Cisco MDS A switch, <mds-A-hostname>, complete the following steps:

L On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically start
and attempt to enter Power on Auto Provisioning.

1. Configure the switch using the command line.

Do you want to enforce secure password standard (yes/no) [y]: Enter

Enter the password for "admin": <password>

Confirm the password for "admin": <password>

Would you like to enter the basic configuration dialog (yes/no): yes

Create another login account (yes/no) [n]: Enter

Configure read-only SNMP community string (yes/no) [n]: Enter

Configure read-write SNMP community string (yes/no) [n]: Enter

Enter the switch name : <mds-A-hostname> Enter
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Continue with Out-of-band (mgmtO) management configuration? (yes/no) [y]: Enter

Mgmt0 IPv4 address : <mds-A-mgmtO-ip> Enter

MgmtO0 IPv4 netmask : <mds-A-mgmtO-netmask> Enter

Configure the default gateway? (yes/no) [y]: Enter

IPv4 address of the default gateway : <mds-A-mgmtO-gw> Enter

Configure advanced IP options? (yes/no) [n]: Enter

Enable the ssh service? (yes/no) [y]: Enter

Type of ssh key you would like to generate (dsa/rsa) [rsal: Enter

Number of rsa key bits <1024-2048> [1024]: Enter

Enable the telnet service? (yes/no) [n]: Enter

Configure congestion/no credit drop for fc interfaces? (yes/no) [y]l: Enter

Enter the type of drop to configure congestion/no credit drop? (con/no) [c]: Enter

Enter milliseconds in multiples of 10 for congestion-drop for port mode F

in range (<100-500>/default), where default is 500. [d]: Enter

Enable the http-server? (yes/no) [y]: Enter

Configure timezone? (yes/no) [n]: Enter
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Configure summertime? (yes/no) [n]: Enter

Configure the ntp server? (yes/no) [n]: yes

NTP server IPv4 address : <switch-a-ntp-ip>

Configure default switchport interface state (shut/noshut) [shut]: Enter

Configure default switchport trunk mode (on/off/auto) [on]: Enter

Configure default switchport port mode F (yes/no) [n]: yes

Configure default zone policy (permit/deny) [deny]: Enter

Enable full zoneset distribution? (yes/no) [n]: yes

Configure default zone mode (basic/enhanced) [basic]: Enter

2. Review the configuration.

Would you like to edit the configuration? (yes/no) [n]: Enter

Use this configuration and save it? (yes/no) [y]: Enter

Cisco MDS 9148S B

To set up the initial configuration for the Cisco MDS B switch, <mds-B-hostname>, complete the following steps:

‘ﬂ On initial boot and connection to the serial or console port of the switch, the NX-OS setup should automatically start
and attempt to enter Power on Auto Provisioning

1. Configure the switch using the command line.

Do you want to enforce secure password standard (yes/no) [y]: Enter

Enter the password for "admin": <password>
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Confirm the password for "admin": <password>

Would you like to enter the basic configuration dialog (yes/no): yes

Create another login account (yes/no) [n]: Enter

Configure read-only SNMP community string (yes/no) [n]: Enter

Configure read-write SNMP community string (yes/no) [n]: Enter

Enter the switch name : <mds-B-hostname> Enter

Mgmt0 IPv4 address : <mds-B-mgmtO-ip> Enter

MgmtO0 IPv4 netmask : <mds-B-mgmtO-netmask> Enter

Configure the default gateway? (yes/no) [y]: Enter

IPv4 address of the default gateway : <mds-B-mgmtO-gw> Enter

Configure advanced IP options? (yes/no) [n]: Enter

Enable the ssh service? (yes/no) [y]: Enter

Type of ssh key you would like to generate (dsa/rsa) [rsal: Enter

Number of rsa key bits <1024-2048> [1024]: Enter

Enable the telnet service? (yes/no) [n]: Enter

Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]:

Enter




Server Configuration

Configure congestion/no credit drop for fc interfaces? (yes/no)

in range (<100-500>/default), where default is 500. [d]: Enter

Enable the http-server? (yes/no) [y]: Enter

Configure timezone? (yes/no) [n]: Enter

Configure summertime? (yes/no) [n]: Enter

Configure the ntp server? (yes/no) [n]: yes

NTP server IPv4 address : <<var_global ntp server ip>>

Configure default switchport trunk mode (on/off/auto) [on]: Enter

Configure default switchport port mode F (yes/no) [n]: yes

Configure default zone policy (permit/deny) [deny]: Enter

Enable full zoneset distribution? (yes/no) [n]: yes

Configure default zone mode (basic/enhanced) [basic]: Enter

Configure default switchport interface state (shut/noshut) [shut]:

[yl:

Enter the type of drop to configure congestion/no_credit drop? (con/no)

Enter

Enter

[c]:

Enter milliseconds in multiples of 10 for congestion-drop for port mode F

Enter

2. Review the configuration.

Would you like to edit the configuration? (yes/no) [n]: Enter
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Use this configuration and save it? (yes/no) [y]: Enter

FlexPod Cisco MDS Switch Configuration

Enable Licenses

Cisco MDS 9148S A and Cisco MDS 91485 B

To enable the correct features on the Cisco MDS switches, complete the following steps:

1. Loginasadmin

2. Runthe following commands:

configure terminal

feature npiv

feature fport-channel-trunk

Configure Individual Ports

Cisco MDS 9148S A

To configure individual ports and port-channels for switch A, complete the following step:

'ﬂ In this step and in further sections, configure the <ucs-6248-clustername> and <ucs-6332-clustername> interfaces as
appropriate to your deployment.

From the global configuration mode, run the following commands:

interface fcl/1

switchport description <st-node(0l>:0e

switchport trunk mode off

port-license acquire

no shut

interface fcl/2

switchport description <st-node02>:0e

switchport trunk mode off

port-license acquire

no shutdown

exit
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interface fcl/9

switchport description <ucs-6248-clustername>-a:1/31
port-license acquire

channel-group 110

no shutdown

exit

interface fcl/10

switchport description <ucs-6248-clustername>-b:1/31
port-license acquire

channel-group 110

no shutdown

exit

interface fcl/11

switchport description <ucs-6332-clustername>-a:1/1
port-license acquire

channel-group 112

no shutdown

exit

interface fcl/12

switchport description <ucs-6332-clustername>-b:1/1
port-license acquire

channel-group 112

no shutdown

exit

interface port-channelllO
channel mode active
switchport mode F

switchport trunk allowed vsan <vsan-a-id>
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switchport description <ucs-6248-clustername>

switchport rate-mode dedicated

interface port-channelll2

channel mode active

switchport mode F

switchport trunk allowed vsan <vsan-a-id>
switchport description <ucs-6332-clustername>

switchport rate-mode dedicated

Cisco MDS 9148S B

To configure individual ports and port-channels for switch B, complete the following step:

From the global configuration mode, run the following commands:

interface fcl/1

switchport description <st-node01>:0f
switchport trunk mode off
port-license acquire

no shut

interface fcl/2

switchport description <st-node02>:0f
switchport trunk mode off
port-license acquire

no shutdown

exit

interface fcl/9

switchport description <ucs-6248-clustername>-a:1/32
port-license acquire

channel-group 111

no shutdown

exit
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interface fcl/10

switchport description <ucs-6248-clustername>-a:1/32
port-license acquire

channel-group 111

no shutdown

exit

interface fcl/11

switchport description <ucs-6332-clustername>-a:1/2
port-license acquire

channel-group 113

no shutdown

exit

interface fcl/12

switchport description <ucs-6332-clustername>-a:1/2
port-license acquire

channel-group 113

no shutdown

exit

interface port-channellll

channel mode active

switchport mode F

switchport trunk allowed vsan <vsan-b-id>
switchport description <ucs-6248-clustername>

switchport rate-mode dedicated

interface port-channelll3
channel mode active
switchport mode F

switchport trunk allowed vsan <vsan-b-id>
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switchport description <ucs-6332-clustername>

switchport rate-mode dedicated

Create VSANSs

Cisco MDS 9148S A
To create the necessary VSANSs for fabric A and add ports to them, complete the following steps:

From the global configuration mode, run the following commands:

vsan database

vsan <vsan-a-id>

vsan <vsan-a-id> name Fabric-A

exit

zone smart-zoning enable vsan <vsan-a-id>

vsan database

vsan <vsan-a-id> interface fcl/1

vsan <vsan-a-id> interface fcl/2

vsan <vsan-a-id> interface port-channelllO

vsan <vsan-a-id> interface port-channelll?2

Cisco MDS 91485 B
To create the necessary VSANSs for fabric A and add ports to them, complete the following steps:

From the global configuration mode, run the following commands:

vsan database

vsan <vsan-b-id>

vsan <vsan-b-id> name Fabric-B

exit

zone smart-zoning enable vsan <vsan-b-id>
vsan database

vsan <vsan-b-id> interface fcl/1

vsan <vsan-b-id> interface fcl/2

vsan <vsan-b-id> interface port-channellll

vsan <vsan-b-id> interface port-channelll3
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Create Device Aliases

Cisco MDS 9148S A

To create device aliases for Fabric A that will be used to create zones, complete the following steps:

From the global configuration mode, run the following commands:

configure terminal

device-alias database

device-alias name Infra-MS-SVM-fcp 1ifOla pwwn <fcp lifOla-wwpn>
device-alias name Infra-MS-SVM-fcp 1if02a pwwn <fcp 1lif02a-wwpn>
device-alias name Hyper-V-Host-01-A pwwn <vm-host-infra-01-wwpna>
device-alias name Hyper-V-Host-02-A pwwn <vm-host-infra-02-wwpna>

device-alias commit

Cisco MDS 9148S B

To create device aliases for Fabric B that will be used to create zones, complete the following steps:

From the global configuration mode, run the following commands:

configure terminal

device-alias database

device-alias name Infra-MS-SVM-fcp 1ifOlb pwwn <fcp 1ifOlb-wwpn>

device-alias name Infra-MS-SVM-fcp 1if02b pwwn <fcp 1if02b-wwpn>

device-alias name Hyper-V-Host-01-B pwwn <vm-host-infra-0l-wwpnb>
device-alias name Hyper-V-Host-02-B pwwn <vm-host-infra-02-wwpnb>

device-alias commit

Create Zones

Cisco MDS 9148S A

To create the required zones on Fabric A, run the following commands:

configure terminal

zone name Hyper-V-Host-01-A vsan <vsan-a-id>
member device-alias Hyper-V-Host-01-A init

member device-alias Infra-MS-SVM-fcp 1ifOla target
member device-alias Infra-MS-SVM-fcp 1if02a target

exit

zone name Hyper-V-Host-02-A vsan <vsan-a-id>




Server Configuration

member device-alias Hyper-V-Host-02-A init

member device-alias Infra-MS-SVM-fcp 1if0Ola target
member device-alias Infra-MS-SVM-fcp 1if02a target
exit

zoneset name Fabric-A vsan <vsan-a-id>

member Hyper-V-Host-01-A

member Hyper-V-Host-02-A

exit

zoneset activate name Fabric-A vsan <vsan-a-id>
exit

show zoneset active vsan <vsan-a-id>

Cisco MDS 9148S B

To create the required zones on Fabric B, run the following commands:

configure terminal

zone name Hyper-V-Host-01-B vsan <vsan-b-id>
member device-alias Hyper-V-Host-01-B init

member device-alias Infra-MS-SVM-fcp 1if0Olb target
member device-alias Infra-MS-SVM-fcp 1if02b target
exit

zone name Hyper-V-Host-02-B vsan <vsan-b-id>
member device-alias Hyper-V-Host-02-B init

member device-alias Infra-MS-SVM-fcp 1ifOlb target
member device-alias Infra-MS-SVM-fcp 1if02b target
exit

zoneset name Fabric-B vsan <vsan-b-id>

member Hyper-V-Host-01-B

member Hyper-V-Host-02-B

exit

zoneset activate name Fabric-B vsan <vsan-b-id>
exit

show zoneset active vsan <vsan-b-id>




Storage Configuration — Boot LUNs

Storage Configuration — Boot LUNs

NetApp ONTAP Boot Storage Setup

‘ﬂ Disable network interface - A target network interface is disabled prior to Windows 2016 installation because Windows
2016 does not support multipathing. After multipathing is installed and enabled, the interface will be enabled.

To disable one network interface on each node, run the following commands:

network interface modify -vserver Infra-MS-SVM -1if fcp 1ifOlb -home-node bb04-affa300-1 -status-admin down

network interface modify -vserver Infra-MS-SVM -1lif fcp 1if02b -home-node bb04-affa300-2 -status-admin down

Create igroups

To create igroups, run the following commands:

igroup create -vserver Infra-MS-SVM -igroup VM-Host-Infra-01 -protocol fcp -ostype windows —-initiator <vm-
host-infra-0l-wwpna>, <vm-host-infra-01-wwpnb>

igroup create -vserver Infra-MS-SVM —-igroup VM-Host-Infra-02 -protocol fcp -ostype windows —-initiator <vm-
host-infra-02-wwpna>,<vm-host-infra-02-wwpnb>

igroup create -vserver Infra-MS-SVM -igroup VM-Host-Infra-All -protocol fcp -ostype windows -initiator <vm-
host-infra-0l-wwpna>, <vm-host-infra-01-wwpnb>,<vm-host-infra-02-wwpna>,<vm-host-infra-02-wwpnb>

Map Boot LUNSs to igroups

To map LUNSs to igroups, run the following commands:

lun map -vserver Infra-MS-SVM -volume HV_boot -lun VM-Host-Infra-0l1 -igroup VM-Host-Infra-01 -lun-id 0
lun map -vserver Infra-MS-SVM -volume HV boot -lun VM-Host-Infra-02 -igroup VM-Host-Infra-02 -lun-id 0

lun map -vserver Infra-MS-SVM -volume witness FC 6332 -lun witness FC 6332 —-igroup VM-Host-Infra-All -lun-id
1




Microsoft Windows Server 2016 Hyper-V Deployment Procedure

Microsoft Windows Server 2016 Hyper-V Deployment Procedure
_________________________________________________________________________________________________________________________________|

Setting Up Microsoft Windows Server 2016

This section provides detailed instructions for installing Microsoft Windows Server 2016 in an environment. After the
procedures are completed, two booted Windows Server 2016 hosts will be provisioned.

Several methods exist for installing Microsoft Windows Server 2016. These procedures focus on how to use the built-in
keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS Manager to map remote installation media
to individual servers and connect to their boot logical unit numbers (LUNs).

The Cisco UCS IP KVM enables the administrator to begin the installation of the operating system (OS) through remote
media. It is necessary to log in to the UCS environment to run the IP KVM.

To log in to the Cisco UCS environment, complete the following steps:

1. Open a web browser and enter the IP address for the Cisco UCS cluster address. This step launches the Cisco UCS
Manager application.

2. Click the Launch UCS Manager link under HTML to launch the HTML 5 UCS Manager GUI.
3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin as the user name and enter the administrative password.
5. Tologinto Cisco UCS Manager, click Login.

6. From the main menu, click Servers on the left.

7. Select Servers > Service Profiles > root > Hyper-V-Host-01.

8. Right-click Hyper-vV-Host-01 and select KVM Console.

9. Follow the prompts to launch the Java-based KVM console.

10. Select Servers > Service Profiles > root > Hyper-vV-Host-02.

11. Right-click Hyper-v-Host-02. and select KVM Console.

12. Follow the prompts to launch the Java-based KVM console.

13. From the virtual KVM Console, select the Virtual Media tab.

14. Select Add Image in the right pane.

15. Browse to the Windows Server 2016 installation ISO image file and click Open.

16. Map the image that you just added by selecting Mapped.

17. To boot the server, select the KVM tab.

18. Select Power On Server in the KVM interface Summary tab, and then click OK.
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Install Windows Server 2016

1.

7-

The following steps describe the installation of Windows Server 2016 to each host:

All Hosts

On boot, the machine detects the presence of the Windows installation media.

After the installer has finished loading, Enter the relevant region information and click Next.
Click Install now.

Enter the Product Key and click Next.

Select Windows Server 2016 Datacenter (Server with a GUI) and click Next.

# You may optionally remove the GUI after the Hyper-V cluster is operational.

8.

10.

11.

12.

13.

14.

15.

16

After reviewing the EULA, accept the license terms and click Next.
Select Custom: Install Windows only (advanced).
Select Custom (advanced) installation.

In the Virtual Media Session manager uncheck the Mapped checkbox for the Windows ISO and select yes to con-
firm.

Click Add Image.
Browse to the Cisco fNIC driver ISO, click Open.

Check the Mapped checkbox next to the Cisco fNIC Driver ISO. Download the latest driver iso image from the cis-
co.com site.

Browse for driver software on your computer

Search for driver software in this location:

| FoMetworkh Cisco\VICWW 2K BBl e Browse...

[+]Include subfolders

Back in the KVM Console, click Load Driver and then, click OK.

. The Cisco VIC FCoE Storport Miniport driver should auto detected; Click Next.
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I.\‘;,. g Windows Setup

Select the driver to install

Cisco VIC-FCoE Storport Miniport (Chdmeer\fnicZkl6.inf)

Browse Rescan gﬂ

17. You should see a LUN listed in the drive selection screen.

ﬂ Only a single LUN instance should be displayed. Multiple instance of the same LUN indicates that there are
multiple paths to the installation LUN. Verify that the SAN zoning is correct and restart the installation.

‘ﬁ The message "Windows Can't be installed on this drive" appears because the Windows installation ISO image
is not mapped at this time.

ﬂ The Cisco eNIC driver can be loaded at this point in the same way as the fNIC driver. Loading the eNIC driver at
this time bypasses the need to load the eNIC driver in the section titled "Installing Windows eNIC Driver".
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@ g Windows Setup
Where do you want to install Windows?
Mame Total size Free space | Type
I v Drive 2 Unallocated Space 2000 GB 200.0 GB
+$ Refresh f Delete & Format Mew
€* Load driver “‘_:Q Extend
Next

18. Select the LUN, and click Next to continue with the install.

19. When Windows is finished installing, enter an administrator password on the settings page and click Finish.

Install Chipset and Windows eNIC Drivers

This section provides detailed information on installing the Intel chipset drivers and the Cisco VIC enic drivers.

All Hosts

1. Inthe Virtual Media Session manager, uncheck the Mapped checkbox for the Windows 1SO.
2. Click Add Image

3. Browse to the Cisco UCS driver ISO, click Open

4. Check the Mapped checkbox for the Cisco UCS driver ISO.

5. Browse tothe CD ROM > Chipset > Intel > <Server Model> W2K16 > x64

6. Double click on Setup Chipset to install the chipset driver and reboot the system

7. Inthe KVM console, open Server Manager, and select Tools > Computer Management

8. In Computer Manager, select System Tools > Device Manager > Other devices.

9. Right-click one of the Ethernet Controller, and select Update Driver Software.
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ﬁ Device Manager
File Action View Help

e | EH HE B EX®

v 58 WIN-RINDCKDKKH

5 i3 Batteries

» B Computer

b um Disk drives

» [l Display adapters

> am DVD/CD-ROM drives

» w8 Floppy disk drives

» f Human Interface Devices

» = Keyboards

» i Mice and other pointing devices

» [l Monitors

w LY Other devices
Bi Ethemet C==s-=t== =
Bi Ethemet Update Driver Software...

» B Portable Devi Disable

> Wl Ports (COM £ Uninstall

» = Print queues

3 u Processors Scan for hardware changes
» Su Storage conti ;

Properties
» [Em System devic..

> @ Universal Serial Bus controllers

Launches the Update Driver Software Wizard for the selected device.

10. Click Browse, and select CDROM drive, click OK.

11. Click Next > Close.

ﬁ Device Manager
File Action View Help

e T EHEHER P EX®

v i WIN-RY
» 4 Bat
> Il Co B Update Driver Software - Cisco VIC Ethernet Interface
¥ aa Di=
> B Dis
s &2 DV Windows has successfully updated your driver software
s an Floj
¥ ﬁ Hu Wi .. . . . ) .

indows has finished installing the driver software for this device:
> B2 Key
> @ mi
» [ Mo . Cisco VIC Ethernet Interface
v ¥ oth
7
7
> B Por
» ﬁ Por
» = Prir
> [ Pro
> & Sto
5 [l Sys|
> § Uni
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12. Right-click the next Ethernet Controller and select Update Driver Software.
13. Click Search automatically for update driver software.

14. Click Close.

15. Repeat these steps for the remaining Ethernet Controllers.

16. All Cisco VIC Ethernet devices will appear under Network Adapters.

:.j._ Device Manager -
File Action View Help

oo = EH EBEE B EXE

w8 WIN-RINOQIKOKKH
i Batteries
, Il Computer
v mm Disk drives
@ Display adapters
' am DVD/CD-ROM drives
> =8 Floppy disk drives
i Human Interface Devices

) u Mice and other pointing devices
B Monitors
~ I3 Network adapters
I Cisco VIC Ethernet Interface
5? Cisco VIC Ethernet Interface #2
» [l Portable Devices
> i Ports (COM & LPT)
= Print queues
. [ Processors
» Sa Storage controllers
= System devices
» @ Universal Serial Bus controllers

Install Windows Roles and Features

This section provides the steps to enable the MPIO feature from the Server Manager.

1. InServer Manager, select Manage > Add Roles and Features to launch the wizard.
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i
[
[

[z Server Manager

«« Dashboard @1 F Momage ook
Add Reles and Features

Remove Roles and Features

Dashboard WELCOME TO SERVER MAMNAGER
Add Servers

Local Server Create Server Group

T S M p rti
o CO Wflgure EMVEr IVlianager Fropertes

All Servers

File and Storage Services P

QUICK START

2 Add roles and features
Click Next in the ‘Before you begin’ section of the wizard to continue
In the ‘Installation Type’ section, select ‘Role-based or feature-based installation’ and click Next.
In the ‘Server selection’ section, select the server.
Click Next in the ‘Server Roles’ section without making any selection.
Select Multipath I/O and Data Center Bridging in the ‘Features’ section and click Next

Click on Install in the confirmation page to install the feature.
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Fﬁ Add Roles and Features Wizard

Select features

Before You Begin
Installation Type
Server Selection
Server Roles
Featuras

Confirmation

Select one or more features to install on the selected server.

Features

[] Client for NFS

[] Containers

Data Center Bridging

[] Direct Play

[ ] Enhanced Storage

[] Failover Clustering

[] Group Policy Management

[ ] Host Guardian Hyper-V Support
[] YO Quality of Service

[] 15 Hostable Web Core

[] Internet Printing Client

[] IP Address Management (IPAM) Server
[] iSNS Server service

[ ] LPR Port Monitor

[ ] Management OData IS Extension
[] Media Foundation

[] Message Queuing

1 MultiPrint Connector

— O X

DESTINATIOM SERVER
DATADaz=s

Description

Multipath I/C, along with the
Microsoft Device Specific Module
(DSM) or a third-party DSM,
provides suppert for using multiple
data paths to a storage device on
Windows.

< Previous | | MNext =

Install Cancel

Install NetApp Host Utilities

After enabling the MPIO feature in Windows, download and install NetApp Windows Unified Host Utilities. This section
provides the steps to download and install the host utilities.

1. Download the NetApp host utilities v7.o for Windows from the link below:

https://mysupport.netapp.com/documentation/productlibrary/index.html?productiD=61343

2. Unzip the file and run the executable file. The NetApp Windows Unified Host Utilities setup wizard is launched and

Click Next.



https://mysupport.netapp.com/documentation/productlibrary/index.html?productID=61343
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!
\

J’EJ NetApp Windows Unified Host Utilities Setup - X

Welcome to the NetApp Windows Unified
Host Utilities Setup Wizard

The Setup Wizard will install NetApp Windows Unified Host
Utilities on your computer. Click Next to continue or Cancel to
ext the Setup Wizard

3

7.0 (NetApp x64

3. Select “Yes, install support for Multipath 10" and click Next.

j:l_%] Methpp Windows Unified Host Utilities Setup — >

Support for Multipathing

Do vou want to enable support for multipathing?

@ ez, install support for Multipath 1O
Select if you are using a DSM to support multiple paths to the storage system.

l[:} Mo, | am using a single path to my storage system.

< Back Cancel

4. Accept the default destination folder and click Next.
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5. Click Ok and Next to finish the installation of host utilities.

Host Renaming and Join to Domain

Login to the host and open PowerShell and enter the below commands to

1. Rename the host.

Rename-Computer -NewName <hostname> -restart

2. Assign an IP address to the management interface.

new-netipaddress —interfaceindex <UInt32> -ipaddress <string> -prefixlength <Byte> -DefaultGateway <string>

3. Assign DNS server IP address to the above management interface

Set-DnsClientServerAddress -Interfacelndex <UInt32[]> -ServerAddresses <String[]>

4. Addthe host to Active Directory.

Add-Computer -DomainName <domain_name> -Restart
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Storage Configuration — Boot LUNs (Continued)

NetApp ONTAP Boot Storage Setup

‘ﬂ Enable All Network Interfaces - now that multipathing has been installed and enabled in Windows 2016, all network
interfaces can be enabled.

network interface modify -vserver Infra-MS-SVM -1lif fcp 1if0lb -home-node bb04-affa300-1 -status-admin up
network interface modify -vserver Infra-MS-SVM -1lif fcp 1if02b -home-node bb04-affa300-2 -status-admin up
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Deploying and Managing Hyper-V Clusters using System Center 2016 VMM

For this part of the section, we assume that System Center 2016 VMM is up-and-running in your environment. This section
will focus only on configuring the Networking, Storage and Servers in VMM to deploy and manage Hyper-V failover
clusters. Figure 5 provides a high-level view of the steps that will be covered in detail in the following sections.

Figure 5 Deployment of Hyper-V Cluster Using SCVMM

Deploying and Managing Hyper-V Clusters using System Center 2016 VMM

Fabric - Networking
Settings Fabric — Servers - | > Create Logical Networks, Sites
» Configuring Network » Create Host Group and IP Pools
Settings » Add Hosts to the » Create VM Networks
» Creating Run As Host Groups » Create Uplink and Hyper-V Port
>

Accounts Profiles
Create Logical Switch using SET

Fabric - Storage Fabric — Servers - Il
» SMI-S Provider Configuration » Configure Network on
» Add Storage Devices Hosts - Applying Logical
» Create and Manage Storage Switch.

Pools » Deploy Hyper-V
» Create Storage Classifications Clusters

Settings

Configuring Network Settings

By default, VMM creates logical networks automatically. When you provision a host in the VMM fabric and there's no VMM
logical network associated with a physical network adapter on that host, VMM automatically creates a logical network and
associates it with an adapter. Follow the below procedure to disable automatic logical network creation.

1. Open Virtual Machine Manager.

2. Open the Settings workspace.

3. Select the General navigation node.

4. Double-click Network Settings in the details pane.

5. Inthe Network Settings dialog box, uncheck the Create Logical Networks Automatically option and click OK.

‘& Notice also in this dialog box that you can change the logical network matching behavior to a scheme that
may better suit your naming conventions and design.
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& Network Settings X

Network settings

Specify the options for logical and virtual switches.

Logical network matching
Match logical networks by: | First DNS Suffix Label

If the above fails, match by: | Virtual Network Switch Name

Aut 4

creation of logical rks

In case the host network adapter is not associated with a logical network, a new one will be created based on the above choice made for
network matching.

[[] Create logical networks automatically

‘ View Script ‘ L Finish l [ Cancel

Create Run As accounts in VMM

A Run As account is a container for a set of stored credentials. In VMM a Run As account can be provided for any process
that requires credentials. Administrators and Delegated Administrators can create Run As accounts. For this deployment, a
Run As account should be created for adding Hyper-V hosts and integrating NetApp SMI-S provider.

1. Click Settings, and in Create click Create Run As Account.
2. In Create Run As Account specify name and optional description to identify the credentials in VMM.

3. InUser name and Password specify the credentials. The credentials can be a valid Active Directory user or group
account, or local credentials.

4. Clear Validate domain credentials if you don't need it, and click OK to create the Run As account.

Fabric — Servers - |

This section covers:
e Create Host Groups

e Add Windows Hosts to the Host Group

Create Host Groups

You can use host groups to group virtual machine hosts in meaningful ways, often based on physical site location and
resource allocation.

Follow the below procedures to create a host group structure in Virtual Machine Manager (VMM) that aligns to your
organizational needs.
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1. To create a host group structure.

2. Open the Fabric workspace.

3. Inthe Fabric pane, expand Servers, and then do either of the following:
4. Right-click All Hosts, and then click Create Host Group.

5. Click All Hosts. On the Folder tab, in the Create group, click Create Host Group. VMM creates a new host group
that is named New host group, with the host group name highlighted.

6. Type anew name, and then press ENTER.

7. Repeat the steps in this procedure to create the rest of the host group structure.

Fabric £

4 39 Servers
4 | | All Hosts
1 FC-Host
| FC-Host-6248
1 15C51-Host

4, Infrastructure

Add Hosts to the Host Group

Once the virtual switch is created, you can add the Hyper-V hosts to Virtual Machine Manager:

1. Open the Fabric workspace.

2. Selecta host group, and On the Home tab, in the Add group, click Add Resources, and then click Hyper-V Hosts
and Clusters. The Add Resource Wizard starts.

3. Onthe Resource location page, click Windows Server computers in a trusted Active Directory domain, and then
click Next.

4. On Credentials page, select Use an Run As account, click Browse and add the Run as account created earlier. Click
Next.

5. On Discovery scope, select Specify Windows Server computers by names and enter the Computer names. Click
Next.

6. Under Target Resources, select the check box next to the computer names that needs to be the part of the Hyper-
V cluster.
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& If the Hyper-V role is not enabled on a selected server, you receive a message that VMM will install the Hyper-
V role and restart the server. Click OK to continue.

7. Onthe Host settings page, In the Host group list, click the host group to which you want to assign the host or host
cluster.

8. Onthe Summary page, confirm the settings, and then click Finish.

'ﬂa Add Resource Wizard

Resource Location Confirm the settings

Credentials

Resource type: Hyper-V capable Windows Servers

Discovery Scope
Resource location:  Trusted Windows computer

Target Re:
arget nesouress Discovery credentials: flexpod\administrator

Computer name based discovery
2 computers are selected to manage

Host Settings Discovery scope:

) Host group:

All Hosts\FC-Host

Host settings:

Previous || Finish || Cancel

Administrator - MS-SCVMM flexpod.local - Virtual Machine Manager
——
Home Folder
# 4 @@ ® A O

‘. &4 PowerShell

E]Jobs

Create Add Overview| Fabric ice Cisco UCS Scan =
v Resources ~ Resources Manager EPRO
Create Add Show Compliance Window
Fabric < Hosts (2)
4 39 Servers = I
4 7 All Hosts Name Host.. l Role ‘ JobS... ~ | CPU Aver... | Available Me... ~ | Operating System
» | ] FC-Host ¥ hv-fc-01 flexpod.local OK Host Completed 4% 24292 GB Microsoft Windows Server 2016 Datacenter Evaluation
» [ FC-Host-6248 ? hv-fc-02.flexpod.local OK Host Completed 0% 230.89 GB Microsoft Windows Server 2016 Datacenter Evaluation
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Fabric — Networking

Figure 6 SCVMM Logical Network
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The above figure shows the logical representation of the network that will be configured in this section using the System
Center 2016 VMM and applied later to configure the network settings of Hyper-V hosts before deploying the failover
cluster. For this document, we are going to use and deploy “"Switch Embedded Teaming (SET); a new feature released in
Windows server 2016. SET is a new teaming solution integrated with the Hyper-V switch.

The topics that will be covered in this Networking section are:
e Create Logical Networks, Sites and IP Pools
e Create VM Networks
e Create Uplink and Hyper-V Port Profiles

e Create Logical Switch using SET

Creating Logical Networks, Sites and IP Pools

In this environment, we have six networks available that we will model as logical networks. However, they are all separate
VLANSs on the same physical network that will be controlled by setting the VLAN ID on the virtual network adapter. The
physical ports on the switch have been configured to allow all of the various VLANSs that can be configured (similar to a
trunk port):

e  MS-IB-MGMT: This logical network will be used for management traffic and has its own IP subnet and VLAN.
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e  MS-Cluster: This network will be used for Microsoft Hyper-V cluster communication and will have its own IP
subnet and VLAN.

e MS-LVMN: This network will be used for Live Migration traffic and will have its own IP subnet and VLAN

e MS-SMB-1 and MS-SMB-2: This network will be used for SMB file share access/traffic and has its own IP
subnet and VLAN.

e MS-Tenant-VM (optional): This network will be used for all the VM traffic.
Perform the following steps to create logical networks and sites:

1. Open Virtual Machine Manager Console.

2. Open the Fabric workspace.

3. Select the Networking > Logical Networks navigation node.

4. Click the Create Logical Network button, which launches the Create Logical Network Wizard.
5. Enteraname and description for the logical network and click Next.

6. Inthe Settings tab, select VLAN-based independent networks.

‘ﬁ You can select a type of network. It can be a connected network that allows multiple sites to communicate
with each other and use network virtualization, a VLAN-based independent network, or a PVLAN-based network.

&y Create Logical Network Wizard d

. Settings

AN

Name Specify logical network settings
‘ Settings ‘
Select the option which describes this legical network:
Metwaork Site ® One connected network
Summany The network sites within this network are equivalent and routable to one another and can be used as
x

a single connected network.

[] Allow new VM networks created on this logical network to use network virtualization

[] Create a VM network with the same name to allow virtual machines to access this logical network
directly

) VLAN-based independent networks

The subnet-VLAN pairs defined by the sites in this logical network are used as independent networks,
They might or might not be routable to one another.

) Private VLAN (PVLAN) networks

The network sites within this logical network contain independent netwerks consisting of primary and
secondary VLAN pairs in isclated mode.

7. Select the sites and Host Group, where you want to apply the Management VLAN. Click the Add button to add a
site and then click Insert Row to add VLAN/IP details for the site.

L If IP space is configured by corporate DHCP servers, leave the IP subnet blank, which tells SCYMM to just con-
figure the VM for DHCP. If the network does not use VLANS, set the VLAN ID to o; this tells SCYMM that VLANs
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are not to be configured. By default, sites are given the name <Logical Network>_<number>, but you should re-
name this to something more useful.

+hy Create Logical Network Wizard X

Network Site

Narne Network sites

Settings Network sites can be added to a logical network to associate VLANs and subnets to host groups.
Metwork Site Enter IP subnets using CIDR notation, for example: 192.168.1.0/24, FD4A:29CD:184F:3A2C:/64,
Summary i Add == Remove

[t MS-IB-MGMT Host groups that can use this network site:

=] 3 All Hosts -
| J FC-Host E
/| 3 FC-Host-5248
/| @ Validation-FC -

Associated VLANs and IP subnets:

VLAN | IP subnet Insert row

004 192.168.94.0/24

Network site name: | MS-1B-MGMT |

| Previous || MNext || Cancel |

8. The Summary screen is displayed. It includes a View Script button that when clicked shows the PowerShell code

that can be used to automate the creation. This can be useful when you are creating many logical networks, or
more likely, many sites.

9. Click Finish to create the logical network.

&y Create Logical Network Wizard d

MName Confirm the settings ;
View Script
Settings
Network Site Mame: MS-IB-MGMT
Description:
Summary Network sites: MS-1B-MGMT

10. Follow the above steps to create all the Logical Networks for the environment. The figure below shows the all the
logical networks created for this document.



Deploying and Managing Hyper-V Clusters using System Center 2016 VMM

Fabric ¢  Logical Networks and IP Pools (8)
4 3P Servers |
1 All Hosts MName Metwork Compliance | Subnet - Begin Address End Address

&, Infrastructure rit MS-Cluster Fully compliant

4 A Networking it MS-IB-MGMT Fully compliant
4+ Logical Metworks o MS-iSCSI-A Fully compliant
EMAC Address Pools ot MS-iSCSI-B Fully compliant
B2 Load Balancers i MS-LVMN Fully compliant
E VIP Templates ofrt MS-Tenant-VM Fully compliant
Logical Switches ot MS-SME-1 Fully compliant
[@ Port Profiles v MS-SMB-2 Fully compliant
1;, Port Classifications
¥ Network Service

MS-Cluster

Storage

Logical network information

Description: Logical Metwork for Cluster Communication

Perform the following steps to create a static IP address pool for a logical network in Virtual Machine Manager (VMM). With
static IP address pools,

IP address management for the virtual environment is brought within the scope of the VMM administrator.

1.

From the Fabric workspace, Click the Create IP Pool button, or right-click the logical network and select the Create
IP Pool context menu action.

Enter a name and description. From the drop-down list, select the logical network for the IP pool.

The next screen, allows you to use an existing network site or create a new one. Choose to use an existing one and
then click Next.

The next screen, allows you to use an existing network site or create a new one. Choose to use an existing one and
then click Next.

The IP Address Range page allows configuration of the IP address range that SCVMM will manage and allocate to
resources such as virtual machines and load balancers. Within the range, you can configure specific addresses to be
reserved for other purposes or for use by load-balancer virtual IPs (VIPs) that SCVMM can allocate.

Click the Insert button, and enter the gateway IP address. Then click Next.

Configure the DNS servers, DNS suffix, and additional DNS suffixes to append, and then click Next.

Enter the WINS server details if used, and click Next.

On the Summary screen, confirm the configuration, click the View Script button to see the PowerShell that will be
used, and then click Finish to create the IP pool.
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«iu Create Static IP Address Pool Wizard X
Name Confirm the settings :
View Script
Network Site
IP address range Name: MS-Cluster-IP-Pool
Description:
Sy IP subnet: 192.168.97.0/24
DNS IP address range: 192.168.97.101-192.168.97.125
WINS Connection specific DNS suffix:
’ Network routes: 0 Network routes
| Summary Gateways: 0 Gateways
DNS servers: 0 DNS servers
0 DNS suffixes
WINS servers: 0 WINS servers
| Previous || Finish || Cancel
10. Create IP Pools for all the Logical Networks as shown the figure below.
Fabric < Logical Networks and IP Pools (8)
4 B9 Servers |
— Y
b 1Al Hosts Name Network Compliance | Subnet Begin Address End Address

4 @L Infrastructure

4 A Networking
&1 Logical Networks
i MAC Address Pools
27 Load Balancers
E VIP Templates
B | ogical Switches

| Port Profiles

,& Port Classifications
__?_ Network Service

» | Storage

Create VM Networks

With logical networks created, the next step is to create the VM networks to which virtual machines can be connected.

Bl oy MS-Cluster
s MS-Cluster-IP-Pool
e MS-1B-MGMT
i MS-iSCSI1-A
it MS-iSCSI-B
B oy MS-LVMN
ik MS-LVMN-1P-Pogl
it MS-Tenant-VM
Bl o MS-SMB-1
ki MS-SME-1-1P-Poal
B oy MS-SME-2
L MS-SME-2-1P-Pool

Fully compliant

Fully compliant

Fully compliant
Fully compliant
Fully compliant
Fully compliant
Fully compliant
Fully compliant
Fully compliant
Fully compliant
Fully compliant

Fully compliant

68.97.0/24

192.168.96.0/24  192.168.96.101
192.168.52.0/24 192.168.52.101
192.168.53.0/24  192.168.53.107

192.168.97.125

192.168.96.125

192.168.52.200

192.168.53.200

M5-Cluster-1P-Pocl

Static IP address pool infarmation

IP address usage

1. Open Virtual Machine Manager.

2. Open the VMs and Services workspace.
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3. Select the VM Networks navigation node.
4. Click the Create VM Network button.

5. Enteraname and description for the VM network, select the logical network, and click Next.

Hi. Create VM Network Wizard X
Name Specify a name and description for the VM network
Isolation Options
Name: |MS-IB-MGMT
Summary
Description:
Logical network: | MS-IB-MGMT M

6. Inthelsolation Options screen, select Specify a VLAN and select Network Site, IPv4 Subnet VLAN and click Next

ARSI P

[EJsobs
Create Virtual C Create Host Create VM fsson  Ouerview  \Mc  Se:
Service Machine® Cloud Group  Netwok | & Create VM Womd %
VMs and Services € VM Networks a
olation Optio
1 Tenants
= e i % B . " Available Addresses
il B oo MS-Clost Name Configure the isolation for this VM network, or select automatic to have it L
7 s r Z > o d for
& Azure Subscriptions Tusc 1 | config for you =
< VM Networks 8 LMs-LVM i
MS-L) e O Automatic =
Storage S -
« A Hosts B L MS-SMB ® Speciy s VLAN
R Gmssy Networcste:  [MSBMGMT v -
= B duMS-SMs: IPvd Subnet VLAN: | 192.168940/24-904  +
, e 01 3 S
JiSCsk-Host S P6Subnet VLAN: [ None  ~ 100
ol MS-Tenar
x VMs and Services
W
B by
[ sobs
[7] Settings

7. Click Finish to complete the VM network creation process.

8. Repeat the above steps to create all the required VM Networks.



Deploying and Managing Hyper-V Clusters using System Center 2016 VMM

VMs and Services

< VM Networks and IP Pools (6)

'._T; Tenants |
& Clouds Mame - | Subnet | Gateway Connection
- o B o MS-Cluster Neo
| | S §i MS-Cluster-IP-Paal 102.168.97.0/24
=k VM Networks b WS- IB-MGMT No
Storage Bl ol MS-LVMN Mo
) S MS-LVMN-IP-Pool 192.168.96.0/24
_| All Hosts L. MS-SMB-1 No
ol MS-5MB-2 Neo
L hS-Tenant-VM No
MS-LVMN

VM network information

Description:
Number of VM subnets: 1
VM subnets: MS-LVIN_D (192.168.96.0/24-906)

#A¢ VMs and Services

Create Uplink Port Profiles and Hyper-V Port Profiles

Create uplink port profile

Uplink port profiles define the load balancing algorithm for an adapter, and specify how to team multiple network adapters on a
host that use the same uplink port profile. This profile is used in conjunction with the logical network that you associated with
the adapter.

1. Open Virtual Machine Manager.

2. Open the Fabric workspace.

3. Select the Networking > Port Profiles navigation node.

4. Click the Create button drop-down, and select Hyper-V Port Profile.

5. Enter a name and description for the new port profile, Select the Uplink Port Profile radio button. Leave the Load
balancing algorithm to Host Default and set Teaming Mode to Switch Independent and click Next.
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® Create Virtual Network Adapter Port Profile %

‘B General

’ General [ Select the type of Hyper-V port profile
Network configuration You can create virtual network adapter port profiles for use by hosts and virtual machines, or uplink port
profiles for use on uplink ports.
Summary :
Name: Up-Link-Port-Profile
Description:
Type of Hyper-V port profile:

O Virtual network adapter port profile

@ Uplink port profile
Load balancing algorithm: | Host Default 2
Teaming mode: | Switch Independent v

| Previous | Next ” Cancel I

6. Selectthe network sites (which are part of your logical networks) that can be connected to via this uplink port pro-
file. Click Next.

B Create Virtual Network Adapter Port Profile

(B Network configuration

General Select the network sites supported by this uplink port profile
l Network configuration ’ s

Summary Network Site ] T
MS-Cluster MS-Cluster
MS-IB-MGMT MS-IB-MGMT
[[] MS-iSCSI-A MS-iSCSI-A
[] Ms-isCsI-B MS-iSCSI-B
MS-LVMN MS-LVMN
[¥] MS-SMB-1 MS-SMB-1
MS-SMB-2 MS-SMB-2
MS-Tenant-VM MS-Tenant-VM

[] Enable Hyper-V Network Virtualization

This setting enables the Hyper-V Network Virtualization filter on hosts running Windows Server 2012
only. As of Windows Server 2012 R2, Hyper-V Network Virtualization is always enabled on hosts.

| Previous || Next || cCancel

7. Click Finish to complete the creation of the uplink port profile.
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Create Logical Switch using SET

A logical switch brings virtual switch extensions, port profiles, and port classifications together so that you can configure
each network adapter with the settings you need, and have consistent settings on network adapters across multiple hosts.

This section covers the steps to create logical switch using embedded team as the uplink mode. Windows Server 2016
introduces Switch Embedded Teaming (SET) which, as the name suggests, teams multiple adapters directly in the VM
Switch instead of creating a separate NIC team by using the Load Balancing and Failover (LBFO) functionality. SET has the
benefit of enabling mixed use of adapters with the VM Switch and utilizing RDMA.

The logical switch will bring all of the components together. Follow these steps to create the Logical Switch:

1. Open Virtual Machine Manager
2. Click Fabric tab > Networking > Logical Switches > Create Logical Switch.
3. In Create Logical Switch Wizard > Getting Started, review the information, Click Next.

4. Enteraname, description for the new logical switch and select Uplink Mode as Embedded Team to deploy the
switch with SET-based teaming and click Next

P Create Logical Switch Wizard X
Getting Started Enter name and description for the logical switch
| General |

You can use a logical switch to apply settings to virtual switches across multiple hosts. A logical switch
Settings contains port profiles from the mative Hyper-V switch and port profiles for any extensions that you use.
Extensions Marne: Cluster_Logical_Switch
Virtual Port Description:
Uplinks
Summary Uplink mode: | Embedded Team N

| Previous | | Next | | Cancel |

5. Select the minimum bandwidth mode as Weight, which quantifies minimum bandwidth for workloads, click Next

6. In Extensions selection window, leave the default and click Next.

ﬂ The list of installed virtual switch extensions is displayed and can be selected for deployment as part of the
logical switch usage. This can be changed in the future if required.
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7. InVirtual Port window, Click the Add button, and in the dialog box that appears, click the Browse button to select
the port classification. Then select the “Include a virtual network adapter port profile in this virtual port” check box
and select the virtual port profile that corresponds. For example, if you select the high-bandwidth port classifica-
tion, then most likely you would select the High Bandwidth Adapter virtual port profile object. Click OK. Repeat to
add classifications. Select the classification that you would like to be the default, and click the Set Default button.
Click Next.

&l Add Virtual Port X

Configure the virtual port

Specify the port classification for the virtual port. For each switch extension associated to the logical switch,
one port profile may be selected. Additionally, a Hyper-V virtual network adapter port profile may be
associated to the virtual port.

Port classification: | Host management

Include a Hyper-V virtual network adapter port profile in this virtual port

Hyper-V virtual network adapter port profile: | Host management

0K H Cancel I
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P Create Logical Switch Wizard X
Getting Started Specify the port classifications for virtual ports part of this logical switch
General The port classifications configured here will be available for use by virtual network adapters in a host or
virtual machines.
Settings
Eieiions Virtual ports: ~
| ot Classification | Default | Marked For Deletion [ Add.. |
Virtual Port IR o M
High dth False  No
Uplinks Host Cluster Workload False No [—J
move
Sisiaiy Host management False  No e
Live migration workload False No
Medium bandwidth False  No [ setDefautt |
Clear Default
| Previous || Net |[ cancel |

8. Inthe Uplinks window, Click the Add button and then select Existing Uplink Port Profile - Up-Link-Port-Profile.

* Create Logical Switch Wizard

m Add Uplink Port Profile X

Getting Started Select a port profile

General The port profile selected here will be available for use by the host physical
adapter that connect to this logical switch.

Settings
B Port profile: | Up-Link-Port-Profile |
Virtual Port Summary
S, Host groups: All Hosts, FC-Host
UpSinks A sites: MS-Cluster, MS-18-MGMT, MS-LVMN, Ms-
SMB-1, MS-SMB-2, MS-Tenant-VM
Summary

Network virtualization enabled: No

[oc ][ el ]

[ previous |[ Nea |[ cancel
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reate Logical Switch Wizan
® Create Logical Switch Wizard X
| Getting Started
i i
s ol B g e Add W New virtual network adapter | X Remove
General | Up-Link-Port-Profile Name: Up-Link-Port-Profile
Switchindependent
Settings Description:
Extensions
Virtual Port
irtual Por Load balancing algorithm: Host Default
\ptnks Teaming mode Switch Independent
L
Network sites:
Network Site | Logical Network
' MS-Cluster MS-Cluster =
V' MS-1B-MGMT MS-1B-MGMT
v MS-LVMN MS-LVMN
v MS-SMB-1 MS-SMB-1

Enable Hyper-V Network Virtualization
This setting enables the Hyper-V Network Virtualization

lPrtvlous H Next H Cancel I

9. Highlight Up link port profile, and click new virtual network adapter to add a virtual network adapter, click Browse
to add the VM Networks and enter the name to match the VM Network under Connectivity. Under IP address con-
figuration, select Static, select the IP Pool for the VM Network and Port Profile for the virtual adapter. Add all the
virtual network adapters needed for your infrastructure and Click Next.

ﬁ Only the MS-IB-MGMT virtual network adapter will have check box enabled for “This virtual network adapter
will be used for host management” and “Inherit connection settings from host network adapter”. This ensures
continued connectivity for the host.
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g Add WK New virtual network adapter X Remove
& @ Up-Link-Port-Profile Name: MS-Cluster
Switchindependent
Connectivity
W MS-Cluster
MS-Clister VM Network: [MS-Cluster
VM Subnet: | MS-Cluster_0
/| Enable VLAN
VLAN ID: | 907

[] This virtual network adapter will be used for host management
Inherit connection settings from host network adapter

IP address configuration

O DHCP

® Static
1Pv4 pook: | MS-Cluster-IP-Pool (192.168.97.101 - 192.168.97.125)
1Pv6 pook: | Not Applicable

Port profile

Classification: | Host Cluster Workload

s Add W New virtual networs « 7€ Remove
B [@ Up-Link-Port-Profile Naine MS-LVMN
Switchindependent
PO 28
W MS-Cluster
MS-Cluster VM Network: |MS-LVMN
W MS-1B-MGMT VM Subnet: | MS-LVMN_0
MS-1B-MGMT
/. Enable VLAN
W MS-LVMN
g VLAN ID: | 906
[] This virtual network adapter will be used for host management
Inherit connection settings from host network adapter
IP address configuration
D DHCP
© Static
1Pv4 pool: | MS-LVMN-IP-Pool (192.168.96.101 - 192.168.96.125)
1Pv6 pook | Not Applicable
Port profile
Classification: | Live migration workload
dF Add W 1 k adapter X Remove
& @] Up-Link-Port-Profile N MS-SMB-2
Switchindependent
Connectivity
W MS-Cluster
MS-Cluster VM Network: [MS-SM8-2
W MS-1B-MGMT VM Subnet: | MS-SMB-2 0
MS-18-MGMT
« Enable VLAN
- MS-LVMN
e VLAN ID: | 3053
- MS-SMB-1 [C] This virtual network adapter will be used for host management
MS-SMB-1 Inherit connection settings from host network adapter
) Ms-sme-2 1P address configuration
MS-SMB-2
DHCP
® Static
1Pv4 pook: | MS-SMB-2-IP-Pool (192.168.53.101 - 192.168.53.200)
1Pv6 pook  Not Applicable
Port profile
Classification: | High bandwidth

10. Click Finish to create the logical switch.

Fabric - Storage

NetApp SMI-S P

rovider Configuration

ols Add W New virtual network adapter 2< Remove

B [@ Up-Link-Port-Profile
Switchindependent

W MS-Cluster

MS-Cluster

W MS-1B-MGMT
MS-IB-MGMT

N MS-1B-MGMT
Connectivity
VM Network: [MS-18-MGMT
VM Subnet: | MS-1B-MGMT_0 B
| Enable VLAN

VLAN ID: | 904 i

[ This virtual network adapter will be used for host
management

[V] Inherit connection settings from host network adapter

IP address configuration

® DHCP
Static
IPv4 pool:  Not Applicable
1Pv6 pook:  Not Applicable
Port profile
c Host X
s Add W New virtual network adapter X Remove
& [@ Up-Link-Port-Profile Nacoe: MS-SMB-1
independent -
W MS-Cluster ’
MS-Clster VM Networke [MS
W MS-1B-MGMT VM Subnet: = MS-SMB-1.0 M
MS-18-MGMT
+ Enable VLAN
- MS-LVMN
MS-LVMN VIANID: | 3052
- MS-SMB-1 (] This virtual network adapter will be used for host management
MS-SMB-1 Inherit connection settings from host network adapter

IP address configuration
O DHCP
® Static
1Pv4 pook: | MS-SMB-1-IP-Pool (192.168.52.101 - 192.168.52.200) S

1Pv6 pook: | Not Applicable S
Port profile
Classification: | High bandwidth v

'& The NetApp SMI-S Provider can be downloaded from http://mysupport.netapp.com

Install the NetApp SMI-S Provider

1. Loginto the Windows VM as Administrator.

2. Navigate to the directory that contains the NetApp SMI-S Provider software package. Double-click the package

name.


http://mysupport.netapp.com/
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3. Complete the steps in the setup wizard to complete the install.

Create the Local Administrator

1. Enter Win-R to open the Run application.
2. Open the Local Users and Groups window by entering lusrmgr .msc and pressing Enter.
3. Addauser named SMIS-User as a local Administrator

Configure the NetApp SMI-S Provider

1. Inthe Programs menu, navigate to NetApp SMI-S Provider.
2. Right click and select Run as Administrator. A command line prompt should open.

3. Runthecommand smis cimserver status toensurethe NetApp SMI-S Provideris running

C:\Program Files (x86) \NetApp\smis\pegasus\bin>smis cimserver status

NetApp SMI-S Provider is running.

4. Add a user to the CIM server by running the following command:

‘# The added user should be a valid domain administrator on your domain.

C:\Program Files (x86)\NetApp\smis\pegasus\bin>cimuser -a -u flexpod\SMIS
Please enter your password: ****xxxxx*

Please re-enter your password: ***x*xkxkxx

User added successfully.

5. Addthe SVM to the SMI-S Provider using the following command:

C:\Program Files (x86) \NetApp\smis\pegasus\bin>smis addsecure 192.168.94.80 vsadmin
Enter password: ****xxxxx*
Returned Path ONTAP FilerData.hostName="192.168.94.80",port=443

Successfully added 192.168.94.80

NetApp SMI-S Integration with VMM

To add a remote storage device in Virtual Machine Manager (VMM), you can add and discover external storage arrays that
are managed by Storage Management Initiative — Specification (SMI-S) or Store Management Provider (SMP) providers.

To add an SMI-S storage device, ensure that you have installed the SMI-S provider for the array on a server that the VMM

management server can access over the network by IP address or by fully qualified domain name (FQDN).

# Do not install the SMI-S provider on the VMM management server. This configuration is not supported.

Add a storage device

1. Click Fabric > Storage > Add Resources >Storage Devices.

2. In Add Storage Devices Wizard > Select Provider Type, select to add a storage device with SMI-S.
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% Add Storage Devices Wizard *

== Select Provider Type

‘ Select Provider Type | Select a storage provider type

Specify Discovery Scope Before you begin this wizard, you might have to manually install storage provider software. Select the

storage provider type that matches the type of device you want to manage.
Gather Information
) Windows-based file server

Select Storage Devices ® SAN and NAS devices discovered and managed by a SMI-S provider

Summary ) SAN devices managed by a native SMP provider

) Fibre Channel fabric discovered and managed by a SMI-S provider

3. InSpecify Discovery Scope, select Protocol - SMI-S CIMXML, add the IP address/FQDN, and add the port used to
connect to the provider on the remote server. You can enable SSL if you're using CIMXML. Then specify an account
for connecting to the provider.

2. Add Storage Devices Wizard it

== Specify Discovery Scope

Select Provider Type Specify protocol and address of the storage SMI-S provider
‘ Specify Discovery Scope | Protocol | SMI-S CIMXML
Gather Information Provider |P address or FQDN:

| ms-smi-s.flexpod.local

TCP/IP port: 5088 [

Select Storage Devices

Summary
[] Use Secure Sockets Layer (SS5L) connection

Run As account: |SMI5-User | | Browse.

4. In Gather Information, VMM automatically tries to discover and import the storage device information.

5. If the discovery process succeeds, the discovered storage arrays, storage pools, manufacturer, model, and capacity
are listed as shown in the below figure. When the process finishes, click Next.

5. Add Storage Devices Wizard *

= Gather Information

Select Provider Type Discover and import storage device information

Specify Discovery Scope

Gather Information ‘

Select Storage Devices Infra-M5-5VM NetApp Inc. 4,531.00
INFRAMSSVIM NetApp Inc. Empty 900.00

Summary
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6. In Select Storage Devices, specify a classification and host group from the drop-down list for each storage pool.
Create storage classifications if none exists to group storage pools with similar characteristics.

% Add Storage Devices Wizard

= Select Storage Devices

Select Provider Type
Specify Discovery Scope

Gather Information

Select storage devices

Select the storage pools you want to manage and assign a storage classification. Logical unit (LUN) information will be

imported from the storage pools. You can create classifications if required.

Select Storage Devices

Surnmary

Storage Dewicn:eL Pool ID Total Capacity | Classification | Host Group
Infra-MS-5VM 4,531.00 GB ol
cifs_6248 ONTAP:3ee5Tbd... 47500 GBE  NetApp AFFa300 2 All Hosts “’

[ cifs_6248_node01 ONTAP:32e53Tbd... 475,00 GB

cifs_6332 ONTAP:3ee5Tbd... 47500 GB NetfApp AFFa300 7 All Hosts i
[] HV_boot ONTAP:32e57bd... 100.00 GB

infra_datastore_1 ONTAP:32e57b4... 750,00 GB  NetApp AFFa300 7 All Hosts =
infra_datastore_2 ONTAP:3ee57b4... EEO el NetApp AFFa300 2 All Hosts ~ |8
[ validation_Boot ONTAP:3ee57b4... 500.00 GB

[ validation_Host_FC_1_vol ONTAP:3ee57bd... 500.00 GB

[ Vvalidation_Host_FC_2_vol ONTAP:3ee57hd... 500.00 GB

witness_FC_6248 ONTAP:3ee57b4... 200 GB Netfpp_ AFFa300 J FC-Host-6248 v
witness_FC_6332 ONTAP:32e57b4... 200 GE NetApp_AFFa300 & FC-Host sl

Create classification...

7. Onthe Summary page, confirm the settings, and then click Finish. The Jobs dialog box appears. When status is

Completed you can verify the storage in Fabric > Storage.

Fabric

& H Servers
» [ Al Hosts
L3 ‘i&. Infrastructure

b - Networking

4 Storage
=E Classifications and Pools
& Providers
Arrays
7 File Servers
Hg! Fibre Channel Fabrics

5 QoS Policies

< Armays (2)

MName ~ | Total Ca...

@ Infra-MS-SYM

453100...

Used Capa... | Pools

321.96 GB 12 (6 ma...

Provider Name

Status

@ Responding

Vinfra-MS-SVM 228475,

4577 GB 6 (3 man.. 192168947

V] Responding

Infra-M5-5VM

Array information

Capacity information

Logical unit information

Status: o Responding

Last refresh:  8/18/2017 3:05:03 AM

Manufacturer: Netipp Inc,

Madel: Empty
Paols: cifs_6248
cifs_6332

infra_datastore_1
infra_datastore_2
witness_FC_6248
witness_FC_6332

Total capacity:

Allocated capacity:

In use capacity:

Capacity usage:

Create and Assign SMB 3.0 file shares to the Hyper-V host clusters

Logical units per array:

4531.00 GB Provisicned:
Q03,07 GB Assigned:
321.96 GB Unassigned:

SMB file shares can be used by Hyper-V hosts as a shared storage to store virtual machine files. This section covers steps to
create and assign SMB file shares to stand-alone Hyper-V servers and host cluster.
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1. To add astorage device, refer to the steps covered in the above section.
2. To create afile share, open Fabric workspace, expand Storage and click on File Servers.

3. Select the File Server and click on Create File Share and in the Create File Share wizard, enter a name for the share
and select Storage Type, Pool and Classification. Click Next.

™ Create File Share Wizard *

' Storage Type

| Storage Type | Select a file server and a storage type
Capacity If you create the share on a storage pool, a virtual disk and volume are created for the share.
Summary File server: | INFRAMSSVM v
Name: |cifs_6332 |

Description: |SMEB Share

Storage type: | Storage pool - |
Storage pool: | cifs_6332 “ |
Classification: | MetApp_AFFa300 s | New... |

4. Inthe Capacity page, enter a size and click Next.
5. Inthe Summary page, confirm the setting and click Finish.

6. Verify the file share created in the above steps by navigating to Fabric > Storage and click on File Servers.

Fabric < File Servers (2), File Shares (7)
o ﬂ Servers |
» [ All Hosts Mame - ~ | Type Classification ™ |Status |Total Capacity |A\railable Capacity | Path Managed
» ‘ia. Infrastructure =] -:1:. INFRAMSSVM  File server oK 1,850.00 GB 1,461.35 GB Yes
» i Networking J cifs_6248 File share  NetApp_AFFa300 450.00 GB 272.25 GB  \\INFRAMSSVM \cifs_6248 Yes
¥ Storage ,. cifs 6332 File share  NetApp_AFFa300 450.00 GB 239.10 GB \\INFRAMSSVM\cifs_6332
B . . # SME_Share_1 File share  NetApp_AFFa300 450.00 GB 450,00 GB  \\INFRAMSSWM\SMB_Shar... Yes
mm Classifications and Pools
1 Providers \WINFRAMSSVM\cifs_6332
o Arrays
7 File Servers File share information
da/ Fibre Channel Fabrics Share path: WINFRAMSSYM\cifs_6332
= QoS Policies File server: INFRAMSSYM

Classification: MetApp_AFFa300
Available capacity: 239.10 GB

Total capacity: 450.00 GB
Managed: fes

7. Assign the file share to the host cluster by navigating to Fabric > Servers > All Hosts.

8. Locate and right-click on the cluster icon and click on Properties.
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9. Click on File Share Storage and click Add.

6332-FC-CLUSTER. flexpod.local Properties

General File Share Storage
Status The following file shares will be available as storage locations for VMs deployed to r
File Share Path | Access Status | Classification | Free Space

Available Storage

File Share Storage

Shared Volumes

10. From the drop-down menu next to the File Share Path, select a share.

Add File Share X

Specify a valid SMB share path to use for VM
deployment

File share path:

WWINFRA-CIFS\WwShare01

To register a file sh
O MEQISLEra Te S o\ VINFRA-CIFS\vShare02

list or enter the U

For managed shares, VMM grants file share access to the Active Directory
computer account for the virtualization cluster and the VMM cluster
management account. For unmanaged file shares, ensure that the Active
Directory computer account for the virtualization cluster and the VMM
cluster management account have access to the file share.

Te bring a file share into management: in the VMM conscle, open the Fabric
workspace, click the Providers node, and then click "Add Storage Device."

ok || Cancel

11. Repeat this step to select other shares.
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E 6332-FC-CLUSTER flexpod.local Properties et
General File Share Storage
Status The following file shares will be available as storage locations for VMs deployed to nodes in this cluster:
File Share Path | Access Status | Classification | Free Space | Total Capacity
Available Storage ) -
WINFRAMSSVM\cifs_6248 [V ] NetApp_AFFa300 286.63 GB 450.00 GB

File Share Storage \UNFRAMSSVM\cifs_6332 (/] NetApp_AFFa300 23847 GB 450.00 GB

Shared Volumes

Virtual Switches

12. Verify the allocation by checking each cluster node properties for the file share allocation under the storage as
shown in the figure below.

E hw-fe-01.flexpod.local Properties X
General Storage
Status e Add
= Disk File share path: WINFRAMSSYM\cifs_6248

Hardware ] )

. W\PHYSICALDRIVEO Classification: N_et.&pp_AFFaBCIU
Host Access 200,03 GB (162.62 GB available) Access to file share: )

» WAPHYSICALDRIVET
Virtual Machine Paths 1.00 GB (0.95 GB available)

Reserves = iSCSl Arrays

Fibre Channel Arrays
Storage

SAS Arrays

Virtual Switches
[= File Shares

Migration Settings WINFRAMSSYM\cifs_6248
450,00 GB (286.63 GB available)

peement bathe 4| \WUNFRAMSSVIM\cifs_6332

450.00 GB (238.47 GE available)

Allocate a storage pool to a host group

For this document purpose, the necessary SAN LUNs required for deploying Windows Hyper-V clusters were already
created on the array before the SMI-S integration with VMM section. During the integration process of SMI-S with VMM,
these storage pools were classified and associated with the appropriate host groups. The steps in the sections below show
how to create storage pools and LUNs from the VMM console after the SMI-S integration as an example.

1. Click Fabric > Storage > Allocate Capacity, and click the host group.
2. Thetotal and available storage capacity information is displayed for the host group. The storage capacity infor-
mation includes the total and available capacity for both local and remote storage, and total and available allocat-

ed storage. Click Allocate Storage Pools.

3. Click a storage pool > Add.



Deploying and Managing Hyper-V Clusters using System Center 2016 VMM

Allocate Storage Pools *

Allocate storage to this host group for virtual machine workloads

The starage allocated to a host from an individual storage pool is used only for virtual machine workloads.

[] Display as available only storage arrays that are visible to any host in the host group

Available storage pools: | . | ‘
Storage Pool Classification Total Capacity | Available Capacity | Description
infra_datastore_1  MNetApp_AFFa300 750.00 GB 851.79 GB infra_datastore_1
infra_iscsi MetApp AFF A300 01 475.00 GB 46047 GB infra_iscsi
witness_FC 6332  NetApp AFF A300 01 5.00 GB 5.00 GB witness_FC_6332
witness_iSC51_6332 MNetApp_AFFa300 2.00 GB 1.98 GB witness_iSC51_6332
witness_iSCS1_6332 MNetApp AFF A300 02 475 GB 474 GB witness_iSC51_6332

Allocated storage pocls: | = | ‘
Storage Pool Classification Total Capacity | Available Capacity | Host Groups
cifs_6248 NetApp_ AFFa300 475.00 GB 387.20 GB All Hosts
cifs_6332 NetApp_ AFFa300 475.00 GB 352,34 GB All Hosts
infra_datastore_1 Metfpp AFF A300 01 500.00 GB 499,90 GB All Hosts
infra_datastore_2 Metfpp AFF A300 02 500.00 GB 500.00 GB All Hosts
infra_datastore_2 Metfpp_AFFa300 750.00 GB 72885 GB All Hosts

View Script OK

4. Create a LUN in VMMIn the SCVYMM console, Click Fabric > Storage > Create Logical Unit.

5. Specify the storage pool, a name and description for the LUN, and the size. Click OK to create the LUN.
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[Ell Create Logical Unit X

Specify the settings for the new logical unit

Storage pool: infra_datastore_1 o
Classification: NetApp_AFFa300
Storage array: Infra-hMS-SVM

Available capacity: 651.79 GB
Allocation percentage: 67 %
Marne: WM-D5-i5CS]

Description:

Size (GB): sog =

Host group: w

(®) Create thin storage logical unit with capacity committed on demand

() Create a fixed size storage logical unit with capacity fully committed

o ] [oomer ]

6. Verify that the LUN was created in Fabric Resources > Classifications, Storage Pools, and Logical Units.

Fabric < Classifications (4), SteragePools (10), and Logical Units {7)
e ﬂ Servers |
» [ All Hosts Name - | Type ‘ Size Available... | A | Description Provisioning Type
" 'i_ Infrastructure su W1,192.168.52.6T\smb_ds_2 Classification 0GB 0GB
b <& Networking B Netpp AFF 230001 Classification  930.00GB 579,93 GB
) 5 BE NetApp AFF 4300 02 Classification 50475 GB 50473 GB
torage
— g. — B F§ Nethpp_AFFa300 Classification 2452.00 GB  2,122.16 GB SMB Share-1
mm Classifications and Pools
& Provid e Cifs_G248 Storage pool 47500 GB 387.20 GB cifs_6248
8= Providers
e i cifs 6332 Storage poal 47500 GB 352,34 GB cifs_6332
§ File Servers = L infra_datastore 1 Storage pool 750,00 GB £651.79 GB infra_datastore_1
B Fibre Channel Fabrics # fvolfinfra_datastore_1/¥M-DS-iISCS! Logical unit 500.03 GB w fvolfinfra_datastore_1/VM-DS-iSCSI  Thin

Allocate a LUN to a host group
1. Click Fabric > Storage > Allocate Capacity > Allocate Storage Capacity and click the host group.

2. Click Allocate Logical Units, select a unit > Add.
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[l Allocate Logical Units X

Allocate storage to this host group for virtual machine workloads

The logical units allocated to the host group can be assigned to hosts, clusters, or virtual machines.

[] Display as available only storage arrays that are visible to any host in the host group

Available logical units: ~ | ‘
Array | Classification | Total Capacity | Logical Unit
Add Remove
Allocated logical units: “ p”

Array | Classification | Total Capacity | Assigned | Host Group | Logical Unit

= Pool Mame: infra_datastors_1

Infra-MS-SVM NetApp AFFa300 500.03 GB Yes i15CSl-Host  /vol/infra_datastore_1/VM-DS-15CS|
= Pool Mame: witness_1SCS|_6332
Infra-MS-SVM MNetfApp_AFFa300 1.00 GB Yes iI5C51-Host  /volfwitness_iSCS1_6332 fwitness-iSCSI-...

Fabric — Servers - |l

Once the networking and storage configuration is complete and associated to the host groups, the next step is to deploy
Hyper-V failover cluster.

e  Configure Network on Hosts by Applying Logical Switch

e Deploy Hyper-V Failover Cluster
Configure Network on Host — Applying Logical Switch
1. Click Fabric > Storage > All Hosts > host group > Hosts > Host > Properties > Virtual Switches.
2. Open Fabric > Servers > click New Virtual Switch.

3. Select the logical switch you created. Under Adapter, select both the physical adapter to apply to the logical
switch.
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Server Tools Administrator - MS-SCVMM flexpod focal - Virtual Machine Manager

. o

m N 0]
B B e

Refresh Refresh Virtual

Folder Host

# Mai
&y Start Mainte. B3 | ¢ 52 flexpodlocal Properties

@ ViewStatus B RunScript G Ganeral

2 W Cluster_Logical_Switch
Fabric < Hosts (2) Status ol Switch
< N servers — Hardvare
All Hosts Name
= Host Access
™
RO focal

scl 3 Add Hyper-V Hosts and Clusters

local
#  Add VMware ESX Hosts and Clusters

2 Virtual Machine Paths
3,/ Infras

Create Host Group A
Move

Storage

Virtual Switches

Migration Settings

‘ Placement Paths

Servicing Windows

View Networking
Delete

[ Rename

Properties

@ port

w8 Port Classifications

2 Network Service

Storage Host Guardian Service

Custom Properties

Status

Hoststatus:  OK

= Date modified: 5/14/201
#x VMs and Services

3, Fabric Host
= View Script
& ubrary Operating system: ~ § L—— "

Evaluation i
- Storage used: 4026 GB
[ sobs "

Virtualization software: Microsoft Hyper-V

71 Sattinac Processor (56) 200 GHz Intel Xeon

o New Virtual Switch W N

er X Delete

Logical switch: | Cluster_Logical_Switch

The logical switch supports teaming which means if you connect more than one physical

adapter they will work together as a single uplink

Physical adapters
Adapter Uplink Port Profile

00-Host-A - Cisco VIC Ethemet Interfac | | Up-Link-Port-Profile *

01-Host-8 - Cisco VIC Ethemet Interfac ¥ |  Up-Link-Port-Profile

i

1 The teaming mode supported by this switch requires all physical adapters to use the
same uplink port profile

The following virtual network adapters will be created:

VLAN ID
907
906
3052
MS-SMB-2 Ms-SMB-2.0 3053
MS-1B-MGMT MS-18-MGMT_0 904

1) Because this logical switch has virtual network adapters, additional adapters cannot be
added until it has been deployed.

Compliance

Compliance status:

Ooerational status:

4. Inthe Uplink Port Profile list, select the uplink port profile Up-Link-Port-Profile and click Ok.

5. Repeat the above steps to configure the Logical Switch on all the hosts in the Host Group.

6. Afterapplying the logical switch, you can check that the network adapter settings and verify whether they're in

compliance with the switch:

a. Click Fabric > Networking > Logical Switches > Home > Show > Hosts.

b. Login to the host and verify the Network Adapters under Network Connections.

‘ﬂ In Logical Switch Information for Hosts verify the settings. Fully compliant indicates that the host settings
are compliant with the logical switch. Partially compliant indicates some issues. Check the reasons in Compliance
errors. Non-compliant indicates that none of the IP subnets and VLANs defined for the logical network are as-
signed to the physical adapter. Click the switch > Remediate to fix this.

E' Metwork Connections

Organize +

Ethernet Instance 1
Enabled

Ethernet Instance 2
Enabled

v.

Enable Jumbo Frames

@ Cisco VIC Ethernet Interface £2

™ [;il » Control Panel » Metwork and Internet » Network Connections »

vEthernet (Cluster_Logical_Switch)
flexpod.local

[

L"
L S
., £

@i~ Hyper-V Virtual Ethernet Adapter

%

L_“. vEthernet (MS-LVIMN) ‘:. vEthernet (M5S-5MB-1) l:. vEthernet (M5-SMB-2)
o= Unidentified network o= Unidentified network o= Unidentified network
e Hyper-V Virtual Ethernet Adapter @ Hyper-V Virtual Ethernet Adapter ... W Hyper-V Virtual Ethernet Adapter ...

iy

~« O

Search Network C

vEthernet (MS-Cluster)
Unidentified netwark
Hyper-V Virtual Ethernet Adapter .

SET Team virtual switch does not require jumbo frame settings, however, the jumbo frames need to be enabled on the
virtual network adapters of the Windows OS. Set the Jumbo Frames for the following vEthernet/virtual adapters.

e MS-LVMN

e MS-SMB-1

e MS-SMB-2
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e  MS-Cluster

1. Loginto the Windows Operating System, under Network Connections, right click on the virtual adapters, select
Properties.

2. Check the Advanced Properties on the NIC in windows and set the Jumbo Packet value to go14 Bytes

Hyper-V Virtual Ethernet Adapter #2 Properties x

General Advanced Drver Details Events

The following properties are available for this network adapter. Click
the property you wart to change on the left, and then select its value

aon the right .

Property: Walue:

IPSec Offload ~ 5014 Bytes ~
IPv4 Checksum Cffload

Jumbo Packet

Large Send Cifload Version 2 {|Pv:
Large Send Cifload Version 2 {IPwi
Metwork Address

Metwork Direct (RDMA)

Mo Description

Mo Description

Mo Description

Receive Side Scaling

TCP Checksum Offload (IPv4)
TCP Checksum Offload {IPvE)
UDP Checksum Offload (IPv4) hd

3. Verify and validate the jumbo packet settings as shown in the below commands

-AdvancedProperty

Name Registryk

vEthernet (MS-SME-1) Jumbo #*JumboPacket

vEthernet
vEthernet
[Ethernet

(M5-Cluster)
(M5-SMB-2)
(MS-LVMN)

Jumbo
Jumbo
Jumbo

vEthernet (Cluster_Logical_Switch) Jumbo

9014 Byt

9014 By

9014 Bytes

Disabled

*JumboPacket
*JumboPacket
*JumboPac

*JumboPacket

PS C:\Usershadministrator.FLEXPOD> ping 192.168.96.103

Pinging 192.168.96

Reply trom 192.168.96.103:
Reply from 192.168.96.103:
Reply from 192.168.96.103:
Reply from 192.168.96.103:

bytes of data:
time<lms TTL=128
time<lims TTL=128
time<lims TTL=128
time<lms TTL=128

Deploy Hyper-V Cluster

1. Inthe VMM console, click Fabric > Create > Hyper-V Cluster to open the Create Hyper-V Cluster wizard.

2. In General, specify a cluster name and choose the host group in which the existing Hyper-V hosts are located.
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3 + e ‘ W Create Hyper-V Cluster Wizard

Create Add 0 B
ol IR 8 :
: = General Configuration

Fabric
4 M servers
4 I All Hosts
| FC-Host
1 FC-Host-6248
1 15CSI-Host
» & Infrastructure

4 & Networking
v Logical Networks.
¥ MAC Address Pools
222 Losd Balancers
ZVIP Templates
8B Logical Switches
188 Port Profiles
& Port Classifications
2 Network Service
4 Storage
Ba Classifications and Pools
& Providers
Hx VMs and Services
4. Fabric

= Libeary

£ Jobs

General Configuration Specify the cluster name and host group

Resource Type

Cluster name: | 6332-FC-CLUSTER

Host group: # FC-Host

IP Address

[C] Enable Storage Spaces Direct

et ] [Cemad ]

3. InResource Type, select the Run As account that you'll use to create the cluster.

‘& The accounts that you use must have administrative permissions on the servers that will become cluster
nodes, and must belong to the same domain as the Hyper-V hosts that you want to cluster. Also, the account re-
quires Create Computer objects permission in the container that is used for Computer accounts in the domain. En-
sure that the option Existing Windows servers is selected.

4. InNodes, select the Hyper-V host servers that you want to include in the cluster.

W Create Hyper-V Cluster Wizard

General Configuration

Resource Type:

Select the hosts to include in the cluster

The following list shows hosts that are not already clustered and are in the host group you selected on the General Configuration
page.

Available hosts:

Microsoft Windows Server 2016 Datacenter Evaluation

Select all

Previous | [ Nee || cancel |

5. InBlock Storage, select the data disks you want the cluster to use as witness disk.
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WP Create Hyper-V Cluster Wizard x
Block Storage
Genesal Configuration Select block storage to be used as shared storage for the cluster
Resource Type
Name |¢ | Sze | Partition Style | File System | Volume Label | Quick Fomat | CSV |
o 600A098038303862535D Remote Storage 100GB  MBR NTFS.
Block Storage
IP Address
Summary
i) Any data that exists on the disks will be overwritten.
i Some disks are already unmasked to the selected hosts and will be automatically clustered.
B 4524815 ically selected s witness disk.
[ previous [ Net || comcet |

6. InlIP address, type in the IP address you want to use for the cluster.

7. In Summary, confirm the settings and then click Finish.

W Create Hyper-V Cluster Wizard X

General Configuration Confirm the settings 5
View Script
Resource Type
Select Hosts Cluster role: Windows Hyper-V
Cluster name: 6332-FC-CLUSTER
Block Storage Cluster IP addresses:  192168.94.105
1P Address Host group: FC-Host
= - Cluster validation:  Will be done
Resource type: Hyper-V host cluster
Resource location:  Existing servers
Hosts: hv-fc-02 flexpod.local
hy-fc-01 flexpod.local
CSV Disks:
Available storage disks: 600A098038303862535D4A686F745244A
Witness disk: 600A098038303862535D4A686F74524A
Previous || Finish | [ Cancel

8. You can go to the jobs workspace and click on “Install Cluster” job to see the status of cluster installation. Fix and
troubleshoot any errors or warnings and revalidate the cluster.
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Gl Aamnistrator - Mh—bLVNIN'I.IIexpD{!.IﬂCaI - Virtual Macnine Manager _ )
[ - [p=. g
Q FT ) E j [ Last 30 Days & PowerShell
e e A A [E]Jobs
Refresh Recent | Last 24 Last7 =
Hours Days ECustom s IFjPRO
Jobs < History — Recent Jobs (919)
[ Running Last refresh: 5/23/2017 1:37:59 PM
[ B
» |[E History -
| Name Status | Start Time ~ | Result Name Owner
b Install cluster Completed w/ Info 5/23/2017 1:37:52 PM 6248-iSCSI-CLUS flexpod.local FLEXPOD\Administrator :
I Install cluster |
Step Name Status | Start Time End Time
nstall cluster omplete: 37 / 43 -
B1 I Il cls Completed 5/23/2017 1:37:52 PM 5/23/2017 1:43:43 PM .
- nstall Features omplete: 137 / 36
o B 11 I Il F Completed 5/23/2017 1:37:53 PM 5/23/2017 1:38:39 PM
1. nstall Failover Cluster Feature omplete 137 / 38
O 1110 Il Faile Cl F Completed 5/23/2017 1:37:33 PM 5/23/2017 1:38:16 PM
1. nstall Failover Cluster Feature omplete 138 / 38
L] 112 Install Failover Cl F Completed 5/23/2017 1:38:16 PM 5/23/2017 1:38:39 PM
L] 12 Parallel execution step Completed 5/23/2017 1:38:3% PM 5/23/2017 1:38:39 PM
L/ B13 Parallel execution step Completed 5/23/2017 1:38:39 PM 5/23/2017 1:38:35 PM
3. ounts storage disk on HY- -1 -... Completet 138 / el
o 131 M ge disk on HV-6248-i5C5I-... Completed 5/23/2017 1:38:39 PM 5/23/2017 1:38:35 PM i
3. ounts storage disk on HY- -1 -... Completes 138 / 38
L/ 132 M ge disk on HY-6248-i5C5l-... Completed 5/23/2017 1:38:39 PM 5/23/2017 1:38:49 PM
e LA S V] 14 Validate nodes for clustering Completed 5/23/2017 1:38:55 PM 5/23/2017 1:42:10 PM
30 Fabric [/} 15 Creste cluster Completed 5/23/2017 1:42:10 PM 5/23/2017 1:43:01 PM
— L/ 16 Enable Cluster Shared volumes Completed 5/23/2017 1:43:01 PM 5/23/2017 1:43:02 PM
Liby
. O 17 Set Quorum For Cluster Completed 5/23/2017 1:43:02 PM 5/23/2017 1:43:04 PM
EI Jobs [/} 18 Convert Cluster Disk to Cluster Shared V... Completed 5/23/2017 1:43:04 PM 5/23/2017 1:43:15 PM
S O =19 Refresh host cluster Completed 5/23/2017 1:43:15 PM 5/23/2017 1:43:43 PM B
ings
| & 1.91  Refresh registered file shares Completed 5/23/2017 1:43:43 PM 5/23/2017 1:43:43 PM -
Ml Summary; Details | Change Tracking

9. Afterthe clusteris installed, a new cluster icon is seen after expanding the Servers>All Hosts>FC-Host host group
in the fabric workspace. Right-click on the cluster and click on properties to view the status and other information
about the cluster.

Fabric < Hosts (2)
4 3% servers . |
4 [7] All Hosts MName Host Status Role lob Status CPU Average | Available Memory
4 7] FC-Host ¥ hv-fc-02flexpod.local oK Host Completed 3% 210,99 GB
[. 6332-FC-CLUSTER l ' hu-fe-01flexpod.local oK Host  Completed 0% 24340 GB
» || FC-Host-6248
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[ﬁ £332-FC-CLUSTER. flexpod.local Properties

General Status
Category Status

Available Storage

8 Cluster Validation Test

File Share Storage
Report:
Shared Yolumes B Cluster Core Resources
= Narne: 6332-FC-CLUSTER ﬂ Online
Virtual Switches Cluster P Address @ online
Bl Disk Witness in Quorum
Custom Properties _
Cluster Disk 1 & Online
El Cluster Service
bv-c-01 !}' Running
hw-fc-02 !}' Running

Hyper-V Cluster Communication Network Configuration

A failover cluster can use any network that allows cluster network communication for cluster monitoring, state
communication, and for CSV-related communication.

The following table shows the recommended settings for each type of network traffic.

To configure a network to allow or not to allow cluster network communication, you can use Failover Cluster Manager or
Windows PowerShell.

Table8 Recommended Settings for Network Traffic
Network Type Recommended Setting

Both of the following:
Management - Allow cluster network communication on this network

- Allow clients to connect through this network

Allow cluster network communication on this network

Note: Clear the Allow clients to connect through this
Cluster network check box.

Allow cluster network communication on this network

Note: Clear the Allow clients to connect through this
Live migration network check box.

Do not allow cluster network communication on this
Storage network

1. Open Failover Cluster Manager, click Networks in the navigation tree.

2. Inthe Networks pane, right-click a network, and then click Properties.
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5 Fadover Cluster Manager
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Status: Up Retus w S e
Subnets: [ 132 162970724 Subrets 152 158 %6 02¢ Subrmes 192 168 53 024

Cancel

| =

Live Migration Network Settings

By default, live migration traffic uses the cluster network topology to discover available networks and to establish priority.
However, you can manually configure live migration preferences to isolate live migration traffic to only the networks that
you define.

1. Open Failover Cluster Manager.

2. Inthe navigation tree, right-click Networks, and then click Live Migration Settings.

3. Select the Live Migration network.
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B Failover Cluster Manager

I Roles
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&3 Disks
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Summary | Network Connections |

Live Migration Settings
Networks for Live Migration

Select one or more networks for virtual machines to use for live migration.
Use the buttons to st them in order from most preferred at the top to
least preferred at the bottom.

Name Up
=) Josoowe |

[ 83 Ms-Cluster Down
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[ § ms-sms-2

[ 3 ms-18-maMT

2

Live Migration Settings...

View >
Refresh

Help

@ Information Details...
4] Show Critical Events
[Z) Properties

Help
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Cisco UCS Management Pack Suite Installation and Configuration
___________________________________________________________________________________________________________________________|

Cisco UCS Manager Integration with SCOM

About Cisco UCS Management Pack Suite

Management Pack is a definition file with predefined monitoring settings. It enables you to monitor a specific service or
application in Operations Manager. These predefined settings include discovery information which allows Operations
Manager to automatically detect and start the monitoring services and applications. It also has a knowledge base which
contains error details, troubleshooting information, alerts, and reports which helps to resolve the problems detected in the
environment.

The Cisco UCS Manager Management Pack provides visibility to the health, performance, and availability of a Cisco UCS
domain through a single, familiar, and easy-to-use interface. The management pack contains rules to monitor chassis,
blade servers, rack servers, and service profiles across multiple Cisco UCS domains.

The Cisco UCS Central Management Pack has rules to monitor global service profiles and organizations across multiple
Cisco UCS Central. It provides visibility of health and alerts through familiar and easy-to-use interface.

For more information, see:
https://www.cisco.com/c/en/us/td/docs/unified computing/ucs/sw/msft_tools/installation quide/SCOM/b_Management_ P
ack_Installation_Guide.html

Installing Cisco UCS Monitoring Service

1. Navigate to the folder in which the unzipped Cisco UCS Management Pack Suite is stored.
2. Select the monitoring service installer .msi file, and launch the installer.

3. Inthe Setup wizard, click Next.


https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/sw/msft_tools/installation_guide/SCOM/b_Management_Pack_Installation_Guide.html
https://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/sw/msft_tools/installation_guide/SCOM/b_Management_Pack_Installation_Guide.html
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jﬂ Cisco UCS Monitoring Service (wd.1) )4

Welcome to the Cisco UCS
Monitoring Service (v4.1)
Setup Wizard

The Setup Wizard allows you to change the way Cisco UCS
Muonitoring Service (v4, 1) features are installed on your
computer or to remove it from your computer, Click Mext to
continue or Cancel to exit the Setup Wizard.

4. Inthe License Agreement page, do the following:

a. Review and accept the EULA.
b. Click Next.

5. Inthe Product Registration page, complete the following:

a. Enterausername.

b. Optional: Enter the name of your organization. The username is required, but the organization name is
optional.

c. Click Next.

6. Inthe Select Installation Folder page, accept the default installation folder or click Browse to navigate to a differ-
ent folder, and then click Next.

7. Onthe Ready to Install page, click Install to start the installation.
8. Once the Cisco UCS monitoring service is successfully installed, the Installation Complete message appears.

9. Click Finish.

# The same installation procedure is followed to install the monitoring service on agent managed computers
and gateway servers.




Cisco UCS Management Pack Suite Installation and Configuration

Adding a Firewall Exception for the Cisco UCS Monitoring Service

1. Before you monitor a Cisco UCS domain, enable the following inbound rules in the Windows Firewall with Ad-
vanced Security on the computer where you run the Cisco UCS Management Service.

2. File and Printer Sharing:

a. Echo-Request—ICMPv4-In
b. Echo-Request—ICMPv6-In

3. Remote Service Management (RPC)

4. Remote Service Management (RPC-EPMAP)

Installing the Cisco UCS Management Pack Suite

1. Forimporting Management Packs using Operations Manager console, you must have administrative privileges. For
more information on the access privileges, see https://technet.microsoft.com/en-in/library/hh212691.aspx. On the
Cisco.com download site for Cisco UCS Management Partner Ecosystem Software, download the Cisco UCS man-
agement pack suite file and unzip the file into a folder.

2. Launch Operations Manager console.

3. Navigate to the Administration > Management Packs > Import Management Packs tab.

Flexpod_SCOM - Operations Manager
File Edit View Go Tasks Tools Help

SearchY _ i %, < @ .

Administration <

4 153 Administration A
#, Connected Management Groy A
4 (7 Device Management ‘
< Agent Managed
[Z Agentless Managed e : X ;
43 Management Servers "0' Required Configuration Tasks:
&% pending Management
& UNDX/Linux Computers
4 5 Management Packs

1.5 Administration Overview
.

In order for Operations Manager to manage and monitor your
network you must complete the following steps:

1’; Installed Management Pads < Required: Configure computers and devices to manage
i Tune Management Packs <9 Required {Impon management packs]
Updates and Recommendati Ly > m v
— “ Required: Enable Notification Channels
4 = Network Management
& Upgrade to full version

ﬂ DiscoveryRules
=7 Network Devices

4. Onthe Import Management Pack page, click Add and select Add from the disk. An Online Catalog Connection dia-
log box appears.


https://technet.microsoft.com/en-in/library/hh212691.aspx
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& Import Management Packs 3

€ Help

T & Add =] Properties ... % Remove
Add from cataleg ..
Flae Add from disk ...

5. Click No, if you do not want to search the management pack dependencies online.
6. Navigate to the unzipped management pack suite files folder.
7. From the list of files, select the mandatory files:

e C(isco.Ucs.Views.Library.mpb

e (Cisco.Ucs.Core.Library.mpb

e Cisco.Ucs.Monitoring.Service.mpb

8. Other management pack files can be imported based on your machine requirements. For example, select Cis-
co.Ucsm.mpb for UCS Manager, Cisco.UCS.CSeries.mpb for Cisco IMC, and Cisco.UCSCentral.mpb for UCS Central.

5 Select Management Packs to import X
4+ « CiscoUCSManagement Pack Sutevd 0.1.0 .. » Crsco.UCSManagement.Pack.Sute.v4.0.1.0 v &  Search CiscoUCSManageme... 0
i Organize v New folder =~ ™M @O

= Documents  ~ ) Date modified Type Sze
i Pictures o WIA2DIE102E ..  MPBFle 356 K8

Scnpts 1182016 10:25..  MPB File S0KE

Scnipts WNE2016 16:28.. MPBFile 52Kk8

Scripts 10782016 1628.. MPBFie &0 KB

Seripts 1018720161026 . MPB File S2KB

10182016 1:28.. MPBFie 148KB
This PC b
I Desktop
= Documents
¥ Downloads
 Music
= Prctures
B videos
| 2. Local Disk (C)
v
File name: | *Cisco.Ucsmumpb® "Cisco.Ucs.Core Library.mpb® "Cisco.UCS.CSeries.mpb” *Cisco.Ucs Monitoring v| All Manag Packs (".mp; * v
I Open l Cancel

9. Click Open.
10. Click Install on the Import Management Packs page.

It may take few minutes to import the files.
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Import Management Packs >

@ Help

Import list < Add ~ 7 Properties ... X Remove

License
Tems

Name Wersion Release Date  Status

ﬂ Cisco Ucs Monitoring Service Man... 4.1.1.0
ﬂ Cisco Ucs Views Library 4110
ﬂ Cisco Ucs Manager Management ... 4.1.1.0

11. Verify the installation by navigating to the Administration > Management Packs and click on Installed Manage-
ment Packs

Installed Management Packs - Flexpod_SCOM - Operations Manager

File Edit View Go Taske Tools Hel

p
[ Jsesen~ o i% o |(DFind (BT @ .

sssis

Administration < Installed Management Packs (110)
& Lookfor: | FindMow  Clear
4%, Connected ManagementGrows  pjame & Version Sealed Date Imported
b [ Device Manegement Cisco IMC Management Pack 4110 Yes 5/26/2017 5:51:...
T T Sl ] T Cisco Uces Central Management Pack 4.1.1.0 Yes 5/26/2017 5:52t...
i Installed Management Packs ' )
] Tune Management Packs ¥4 Cisco Ucs Core Library 4110 Yes 3/26/2017 5:51:...
| Updates and Recommendations T4 Cisco Ucs Manager Management Pack 4110 Yes 5/26/2017 5:52:...
b :a Netwark Management Cisco Ues Monitoring Service Management Pack 4110 Yes 5/26/2017 5:51:...
b = Motifications &, Cisco Ucs Views Library 41.1.0 5/26/2017 5:52:...
1 @ Operations Management Suite ﬁ Client Monitoring Internal Library 7.2.11719.0 Yes 5/4/2017 10:09:...
3% Partner Solutions A Client Monitoring Library 7.211718.0 Yes 5/4/2017 10:05:...
> & Product Connectors &, Client Monitoring Overrides Management Pack 7.2.11719.0 5/4/2017 10:08:...
Mil Resource Pooks % Client Monitoring Views Library 72117190 Ves 5/4/2017 10:09...
b Hp Rim s Configuaztion & Data Warehouse Internal Library 72117190 Ves 5/4/2017 10:13:...

Ao

12. Inthe Monitoring pane, a Cisco UCS folder is also created. When the folder is expanded, it lists the Cisco UCS Mon-
itoring Service, IMC, UCS Central and UCS Domain monitoring folders.
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Flexpod_SCOM - Operations Manager
File Edit View Go Tasks Tools Help

[ Jsean~ iNe iR
:

Windows Computers A

» [_g Agentless Exception Monitork : : .
-t -l Monitoring Overview

wanne
«

b |_a Application Monitoring

[:3 Cisco UCS Monitoring |

2] Management Pack Events

| Cisco UCS Monitoring Service

_\," Required Configuration Tasks:

» ] IMC Monitoring
e In order for Operations Manager to manage and monitor
= UCS Central Monitoring network you must complete the following steps:

» 1 UCS Domain(s) Monitoring

Adding a Cisco UCS Domains to the Operations Manager
You can add Cisco UCS domains on the servers, where either management pack is imported or the Cisco UCS Management

Service is installed.

1. Launch the Operations Manager console.
2. Navigate to Authoring > Cisco UCS Manager.

3. Fromthe Tasks pane, click Add Monitoring Wizard.

Cisco UCS Manager - Flexpod_SCOM - Operations Manager — O
File Edit View Go Tasks Tools Help
{ seach~ . i Add Monitoring Wizard _ e @ .
Authaoring <  Cisco UCS Manager (2) * Tasks
4 | & Authoring A 4 Lookfor | | ' (7]
4 () Management Pack Templates
& manag - ? Name Management Pack Templates
£= [NET Application Performance A bb0d-6248
B cisco mC [3 Add Monitoring Wizard ]
A bb04-6332
& ciscoUCs Central Properties
A ESzcoliGSManager View Management Pack Object
Cg OLE DE Data Source
ot Delete
g Process Manitoring
Cg Tcp Port

T UNDi/Linux Log File Monitorin
T UNIX/Linux Process Monitorin
gl web Application Availability v .
< >
Add Monitoring Wizard...
Mew Distributed Application...

New Group... <

Details:

Bl Monitoring

4. Onthe Monitoring Type tab, click Cisco UCS Manager.
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5. Click Next.

6. Onthe General Information tab, review and complete the following as shown in the below figure:

E Add Monitering Wizard

E Specify IP Address, Port and Connection Mode

Monitoring Type

General Information

Instance Name Cisco UCS Manager

Run As Account Connection

Summary IP Address™ f Hostname |192.168.156.12] |

Connection Mode: [/] Secure Port Number:

Proxy Server

[] Enable Proxy Configuration
IP Address * { Hostname :
Port:

Enable Proxy Authentication

Username: Password:

= IPv4 Address or IPv6 Address
= IPv6 address should be enclosed in "[" and "]" brackets

Cisco UCS Monitoring Service
Machine Type: Management Server -
Service Machine:  MS-5C0OM, flexpod.local - @ IE‘

Test Connection

7. To check Operations Manager connectivity to UCS Manager, click Test Connection.

8. Inthe Authentication dialog box, enter the username and password, and click OK and Click Next.

9. OntheInstance Name tab, complete the following as shown in the figure below and Click Next.
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C& Add Monitoring Wizard *

Monitoring Type .@ Help
General Information
Instance Name Enter UCS name and description
Run As Account Name:
Summary bb04-6332
Description:
Configuration
Org Discovery Level 3 o [ show Unassociated Profiles
[ Collect Performance Statistics
Management Pack
Create destination management pack:
[bbo4-6332-
|:| Use existing management pack or create new
<5Select Management Pack = 2 | = |
| < Previous | I Nexd > Create

10. Onthe Run As Account tab, click Add

11. If you want to associate a new run-as account to the UCS domain instance, click New.

Q Add Monitoring Wizard

Monitoring Type © Help
General Information

Add Run As Accounts
Add Run As Account to this Run As Profile.

Associate Run As Account

Run As Accounts: " Edit... < Remove

Account Name Account Type Description

S Add Run As Account X

Select a Run As Account to add to this Profile.

Run As Account:

v [ [ New ] |

oK | ' Cancel
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12. Click Next.

13. On the Summary tab, review the configuration summary, and click Create. The template for monitoring the UCS
domain is created.

Cisco UCS Manager - Flexpod_SCOM - Operations Manager — O

e

File Edit View Go Tasks Tools Help

l:l Search™ _ 2~ Add Monitoring Wizard _ B

Authoring <  Cisco UCS Manager (2) > Tasks
4 | 7 Authoring A \-k Lock for | Find Now CE @
4 ‘\n- Management Pack Templates
<] N fosication perte MName Management Pack Created Management Pack Templates
s NET Application Performance B o 1) 745 bb04-6243 5/26/2017 6:10:21 A...
Cisco IMC 2=l Add Monitoring Wizard
— | A bbD4-6332  bb04-6332 5/26/2017 6:01:32 A | =
& Cisco UCS Central =] Properties
% GisrolCahlaganeg q_) View Management Pack Objects... b
OLE DB Data Source ils:
= Details: X Delete
@ Process Maonitoring
Q R A bb04-6332 Description:
Q UNIX/Linwx Log File Monitorin
@ UNIX/Linux Process Monitarin
< D s ¥ Created: 5/26/2017 6:01:32 AM

Add Monitoring Wizard... ManagementPack:  bb04-6332

New Distributed Application...

New Group...

Cisco UCS Manager Monitoring Dashboards

The UCS Domain(s) Monitoring folder contains the following views:

e Ucs Domain Alert Dashboard—Displays all alerts generated in the UCS domain. The alerts are further
categorized into the following views:

—  Active Alerts
— Acknowledge Alerts

— Cleared Alerts
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Ucs Domain Alert Dashboard - Flexpod_SCOM - Operations Manager
File Edit View Go Tasks Tools Help
[ Jsemn~ - Overides~ _ } i scope
< Ucs Domain Alert Dashboard
5t Windows Computers ~
>[4 Agentless Exception Monitoring |;ctiue nlertsl 67)
W ™S - . - =
v _igAppllcatlonMomtorrg QLonk for: |— Find Now  Clear ®
4 | Cisco UCS Monitoring
[£2] Management Pack Events (2 Icon Source MName Resolution State  Created v Age N
[> [ Cisco UCS Monitoring Service 9 Blade 4 Server.F0283: link-down Mew 6/3/2017 T:AT:11 PM 1 Day,
B 1 IMC Maonitoring 9 Blade 4 Server.,FO283: link-down Mew B/3/2017 T4T:11 PM 1 Day,
&[] UCS Central Monitoring [} Blade 4 Server.F0283: link-down New 6/3/2017 T:47T:11 PM 1 Day,
4 | UCS Domain(s) Monitoring &  Blades Server.F0283: link-down New 6/3/2017 7:47:11 PM 1Day,
[ €2l ues Domain Alert Dashboarc| &  Blades Server.F0283: link-down New 6/3/2017 7:47:11 PM 1Day,
ﬁ UCS Domain Diagram .
@ Blade 4 Server,FO283: link-down New 6/3/2017 T:AT:11 PM 1 Day,
28] UCS Domain State Dashboar
e . @ Blade 4 Server.F0283: link-down Mew 6/3/2017 T:AT:11 PM 1Day, ¥
[+ -] Chassis < >
[+ | Fabric Extender
I | Fabric Interconnect
[ [ -] Organization L\ ] [ ]
b =] Rack Unit cknowledged Alerts Cleared Alerts (209)
> ['g Data Warehouse (3 Icon  Source Name 5 Ieon  Source Name )
> [[a Microsoft Audit Collection Servi 4 Severity: Critical (183)
© g Microsoft System Center Virtual ] 10 Module 1 IOModule.FO481: equipment-¢
> g Microsoft Windows Cliert
"la @  10Module2 10Module.FO481: equipment-¢
3 3 Microsoft Windows Server
_g @ Fabricinterconn... Fabricinterconnect.FO278: link-
g Network Monitoring ) y ;
= . § @ Fabricinterconn... Fabricinterconnect. FO2T&: link-
> 3 Operations Management Suite
b (B Operations Mage [x] Fabricinterconn... Fabricinterconnect.FO2TE: link.
» A Synthetic Transaction w @ Fabricinterconn... Fabricinterconnect.FO276: link-
< > @ Fabricinterconn... Fabricinterconnect.F027&: link- ,
Show or Hide Views.. < > < >
MNew View »
| Alert Details
!_ | Monitoring I
ﬁ' Authoring €  server.F0283: link-down Alert Description |
“ R ting Source: 5 Blade s [Instance Name:bb04-6248; DN:sys/chassis-2/blade-4/fabric-
N Full Path Name: Cisco UCS Instances\bb04-6248\Chassis 2 B/path-1/e-750/)
C:‘—f Administration Ul FEn Hame: \glade 4 Description: fc VIF 750 on server 2 /4 of switch B down, reason:
Alert Rule: _,') Fault Rule : Server.F0233 (link-down) None
E My Workspace Created: 6/3/2017 7:47:19 PM

e UCS Domain Diagram—Displays a graphical view of the relationship between different Cisco UCS Domain(s)
components for all Instances.
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UCS Domain Diagram - Flexpod_SCOM - Operations Manager
File Edit View Go Tasks Tools Help

f  Jsechv i @ P& Q0% + |2 [B]® tayoutdiection™ | % Fiterbyheatth ™ Layers™ [5] & (& [E . {5 scope
Monitoring < UCS Domain Diagram
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*=| Discovered Inventory [ =)\
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() Maintenance Schedules

& Task Status ‘_I_l
UNIX/Linux Computers
23| Windows Computers A@ A R

-4 Agentless Exception Monitoring bb046248 bo0s-6332
A Application Monitoring |

4 /= Cisco UCS Monitoring ‘ l
t

12| Management Pack Events

» | Cisco UCS Monitoring Service - “@ - 2@
> ] IMC Monitoring BbOI4248 B0 6243 -
HW donvae Logeat In

-] UCS Central Monitoring I
4 | UCS Domain(s) Monitoring
@I Ucs Domain Alert Dashboard L l L l
g, &, - . &
=] UCS Domain State Dashboarc Chassis 1 = Casss2 + Fabeciser & Fobricintes & Crganizasio =
s 4 Chassis contect A comnect 8 nroot
» | FabricExtender
| Fabric Interconnect

» |1 Organization >
b [ Rack Unit sty i< r—
b g4 DataWarehouse Roy
b 4 Microsoft Audit Collection Servio
b g Microsoft System Center Virtual } 1 '

| ~
b 4 Microsoft Windowis Cliert &]@ @ - g |
I & Microsoft Windows Server v oADET. e (2] = =A@ =0 =19

IADE §

DOCKER. & DOCKER. &
< > HOST01 HOST-05..
Show or Hide Views..

: ' 1
New View » = é = ==

o 5 @ ~Q@ ~r@
# Authoring <

Host-10 nFP-BEA. nfre-01 Intra-02

& Reporting Detail View

i

Ay SRS =

= Administra i Virtual Group showing objects from : D ...V

im My Workspace Type of virtual group: Display name
Heatlth status: Healthy

e UCS Domain State Dashboard—Displays the list of domains added and its health state and other inventory
information.

e  When you select a UCS domain from the State dashboard, you can perform the tasks listed in the following
sections.

—  Generating Cisco UCS Domain Technical Support Bundle
—  Launching UCS GUI

— Loading the UCS Inventory Data

— PingUCS

— Ping UCS Continuously

— Physical and Logical Inventory

— Launching KVM Console

—  Alert Operations
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— Web Proxy http//MS-SCOM flexpod.local:8732/
M SOMtey

b [ Chassis

i 1 Faheis Evbandar 4 Class UCS Domain
: 2 UCSName  bb04-6248
Show or Hide Views..,
UCSM 3.1(3a)
New View » Version
r] URL https://192.168.156.50:443
Monitoring 3
» Monitoring MS-SCOM flexpod.local
g Authoring Server
R i Collect true
n o Performance
Statistics

R
N2 Adminicteatinn

UCS Domain State Dashboard - Flexpod_SCOM - Operations Manager - a X
File Edit View Go Tasks Tools Help
— Y T @ .
Monitoring < UCS Domain State Dashboard F > Tasks
| Task Status A . <
2 g UCS Domain (2) Details e e
UNIX/Linux Computers Tasks .
Windows Computers p Display Name bb04-6248
flato : aort Health 4 DisployNa..  UCSM Version  CollectPerfor  F2th Cisco UCS Instances\bb04-6248 Wl oy Proguies
» 4 Application Monitorrg @ B = Health @success & Hesith Explorer
D__ies2ts_.3i0n . |
T3] Management Pack Events a bb04-6332 3.1(33) true Object bb04-6248 Navigation ~
i ] Cisco UCS Monitoring Service Display Name (5] Atert View
1 ] IMC Monitoring Unique Id ac883¢cd763f480db1ca3d65d16207e9 :J Dl Vi
b =] UCS Central Monitoring Description lj e
4 =) UCS Domain(s) Monitoring il sihxkdond
1) Ucs Domain Alert Dashboard 2:""'“""9 MS:SCOMflexpiod focal 54 Performance View
rver
<] UCS Domain Diagram 7] state View

E8] Network Vicinity Dashboard
[z2] Object State Dashboard

Cisco UCS Instance Tasks A
s Create and Download a Tec!
[ Launch ucs Gul
T3 Load UCS Inventory Data
Cad Ping uCs
c- :

& Ping UCS Continuously (pin

Report Tasks v

e You can view performance metrics for the various Cisco UCS components as shown the below figure.
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Switch System Statistics - Flexpod_SCOM - Operations Manager
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Cisco UCS Manager Plug-in for SCVMM

Using the Cisco UCS Manager add-in you can view the details such as properties, faults information, and firmware details of
the servers (blades or rack-mount servers) on which the host is running.

Cisco UCS Manager Plug-in Installation

Perform the following steps to install the Cisco UCS virtual machine manager add-in:

1. Open https://software.cisco.com/download/type.htmI?mdfid=286282669&flowid=72562

2. Click Unified Computing System (UCS) Microsoft System Center Virtual Machine Manager to view the list of avail-
able versions for download (CiscoUCS-Scvmm-1.1.2.zip).

3. Download and save the zipped folder.

'ﬂ The add-in is made available as a zipped file that has to be imported into the virtual machine manager to in-
stall it.

4. Open aninstance of the Virtual Machine Manager console.
5. Inthe Navigation pane, click Settings.

6. Inthe toolbar, click Import Console Add-in. The Import Console Add-in wizard appears.

E‘ Administrator - M>-3LVIMIM.Tiexpod.iocal - Virtual Machine Manager

p—— Home
f 5 ri-_-'; 1:‘j &» | &4 PowerShell
Nl = —& D Jobs
Create Create Run Create Servicing Import Backup
User Role As Account Window Console Add-in EPRO
Settings <
@ General
3 User Roles Name | Author

T}_, Run As Accounts

£ Servicing Windows

12 Configuration Providers
& System Center Settings

'L Console Add-ins

7. Click Browse and navigate to the location where the zipped file is saved.

8. Select the zip file and click Open. Click Next. Click Finish.
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Import Console Add-in Wizard X

Summary

Select an Add-in Confirm the settings
‘ View Script

| Summary

Mame: Cisco UCS Manager Add-in
Author: Cisco Systems
Version: 11.2

Description: Add-in for managing software and hardware components of multiple Cisco UCS domains

9. Theadd-inisinstalled and a new icon called Cisco UCS Manager appears in the toolbar.

E Administrator - Ma>-3LVNMIM.Tlexpod.local - virtual Machine Manager

ﬁ Home | Folder : I
* 3 @ LA

Create Add Overview Fabric  Compliance |Ciseo UCS
M Resources = Resources Manager
Create Add Show
Fabric < Cisco UCS Manager
4 39 Servers z ® = Hypervisor Hosts
4 |3 All Hosts A UcsD . UCS Domain UCS Version Hosis ViMs
omains
4 [ FC-Host

& Adsd-in Settings

m

W 6332-FC-CLUST
4 7] FC-Host-6248

W 6248-FC-CLUS
4 [7iSCSI-Host

W iscsi-cLust
4 [7]iSCSI-Host-6248

Cisco UCS Domain Registration:

You can register domains using any access privileges. Depending on the privileges available to the user with which UCS
domain is registered, some or all actions may be disabled.

Perform the following steps to register a UCS domain:

1. Onthe toolbar, click Cisco UCS Manager.
2. Right-click on UCS Domains.
3. Click Add UCS Domain.

4. The Add UCS Domain dialog box appears.
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[ Administrator - M>->LVMM.TIexpodiocal - Virtual Machine Manager
ﬁ Home Folder
¥ &% @ B ¢ A
Create Add Overview Fabric ompliance |Cisco UCS
= Resources ~ Resources Manager
Fabric < Cisco UCS Manager
*©  ® Hypeni
4 }_f Servers = # Hypervisor Hosts
- . UCS Domain UCS Version Hosts
4| All Hosts A UCS Domain
4 1 FC-Host = ) 2 Add UCS Domain
_— S5 Add-in Settin G
W 6332-FCCLUST |E Add Group
4 | FC-Host-6248 Refresh
@ 6248-rC-CLUS
4 [ iSCSI-Host |
W iscsi-cLust
5. Enter the following details in the dialog box:
E Administrator - MD'DLVMNl.TlE)(POG.lDEEl - Virtual Machine Manager
i Home Folder
Create Add Overview  Fabric Compliance [Cisae UCS
= Resources ~ Resources Manager
Fabric <  Cisco UCS Manager
& ﬂServers z ® 4 % Hypervisor Hosts
4| Al Hosts b B FC-Host UCS Domain UCS Version Hosts VMs
4 [ FC-Host -
o= e 4 A UCS Domains [E Add UCS Domain e
W 6332-FC-CLUST
N I A bbD4-6332 (192.168.156.12)
4 | | FC-Host-6248 s Enter Connection Details
= Add-in Settings
6248-FC-CLUS
.. Hostname/IP | 192.168.156.50 Port: (443
4 [ i5CSI-Host
W iscsi-cLust Username: | admin
4 71 iSCSI-Host-6248 Password: |........| |
- . PO Usze Secure Connection
4 H Infrastructure
% Library Servers
:i PXE Servers | OK | | Cancel |
::g- Update Server

L If required, you can edit the UCS domain details at a later time.

6. Click Proxy Settings. Proxy Settings dialog box appears.

7. Inthe Proxy Settings dialog box, click Use Custom Proxy Settings radio button and enter the following details:

If required, you can edit the proxy settings at a later time.

8. Click OK.
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The registered UCS domain appears under the UCS domains node. Upon adding a UCS domain, the Hyper-Visor
hosts running on the newly added UCS domain appear under the Hyper-Visor Hosts node.

A o 3 :T 5 ,/$ a &4 PowerShell
& & =) [ﬁ & > [E]Jobs
Create Create Virtual Create Create Host Create VM Overview VMs Services Cisco UCS |
Service  Machine~  Cloud Group Network Manager I PRO
VMs and Services < Cisco UCS Manager
% Tenants ® I ™% Hypervisor Hosts
5 UCS Domain UCS Version Hosts VMs Chassis Servers ( Blades / Racks ) High Availability
Clouds Bl ~ UCS Domains
bb04-6243 (192.168.156.50) [3.1(3a) |4 |s |2 |16 (16/0) |ves
- . 4 A bb04-6332 (192.168.156.12) |bb04-6332 (192.168.156.12) [3.1(3a) Ja [13 1 l6(412) [Ves
|8 Azure Subscriptions

4 £3 Equipment
<k VM Networks
I = Chassis

Sk 4 & Rack-Mounts
4 1Al Hosts @ Server -1
4|1 FC-Host & siie
4 @ 6332-FC-CLUSTER X
? hv-icol v & Orgs
P hvfc-02 I A bb04-6248 (192.168.156.50)

4 ) FC-Host-6248 5 Add-in Settings

# You also can add UCS domains within groups. If you want to add a UCS domain within a group, right-click on the group

and follow steps 3 through step 7 in the preceding procedure.

Using the Cisco UCS SCVMM Plugin

Viewing the Server Details from the Hypervisor Host View

The following procedure provides steps to view server details:

1. Onthetoolbar, click Cisco UCS Manager.

2. Inthe Hypervisors node, select the Hypervisor host which is associated with the server.

Name

Description

General tab

Fault summary

Displays the number of faults categorized based on fault
severity. You can click on the severity fault icons in this
section to view the fault details.

Properties

Displays the properties of the server such as, server ID,
UUID, serial number, associated service profiles and so
on. If a service profile is associated with the server, a link
to the location of the service profile is provided. Clicking
on the link displays the properties of the associated
service profile.

Status

Indicates the status of the tasks running on the host.

Actions area

Associate Service Profile

Enables you to associate a service profile to the server.

Disassociate Service Profile

Enables you to disassociate a service profile from the
server.




Cisco UCS Manager Plug-in for SCVMM

Set Desired Power State

Provides options to set the power state of a service
profile.

KVM Console

Enables you to launch the KVM console.

Turn on Locator LED

Enables you to either turn on or turn off the locator LED
depending on the current state.

Firmware tab

Provides the firmware details such as BIOS, CIMC,
adaptors and storage device part IDs, and the firmware
versions. If there are any changes to the firmware details
on the server, those changes will reflect here.

Faults tab

Displays the faults' details specific to the server, such as
properties, severity, fault codes and IDs, description,
affected objects, and so on. Provides options to filter the
faults based on severity, and option under the Actions
area to acknowledge the fault on UCS.

3. Onthe right pane of the window, you can view the following information of the server on which the host is run-

ning:

N o

5
&

Create Create Virtual Create
Service  Machine v  Cloud

Folder

VMs and Services
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& Azure Subscriptions
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Storage

4 1 All Hosts
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Host Cluster
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Viewing Registered UCS Domains

Set Desired Power State

B «vm console

@ Tum on Locator LED

1.  Onthetoolbar, click Cisco UCS Manager.

Number of Processors: 2 Cores Enabled: 28

Cores: 28 Threads: 56
Effective Memory (MB): 262144 Total Memory (MB): 262144
Operating Memory Speed: 2400 Operating Memory Voltage  regular-voltage
Adapters: 1
NICs: 2 HBAs: 2
Original UUID: 10f4bb21-d2ec-490d-8605-catfef2425ec

CETN
Connection Details B

2. Click UCS Domains. The list of registered UCS domains and consolidated UCS information for each domain, such
as the name and version, number of associated hosts, VMs and servers appear on the right pane of the window as
shown in the above figure.

3. (Optional) You can view the details in the grid view or the card view by clicking View option on the right-top corner
and choosing the appropriate option.
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Viewing the UCS Blade Server Details

Using the add-in you can view the server details, such as properties, faults information, and firmware details. The following
procedure provides steps to view server details:

1. Onthetoolbar, click Cisco UCS Manager.

2. Under the UCS Domains node, expand the UCS domain.
3. Expand Equipment > Chassis. A list of chassis appears.
4. Choose a chassis.

5. Thelist of blade servers on the chassis appears under the chassis on the left pane. You can also view the list of
blade servers on the right pane on the window.

6. Selectthe blade for which you want to view the details.

7. The properties of the blade appear on the right pane of the window. You can view the following server information
as shown in the table below.

Name Description

General tab

Displays the number of faults categorized based on fault severity. You can click on the

Fault . . L ) . .
auttsummary severity fault icons in this section to view the fault details.

Displays the properties of the server such as, chassis ID, UUID, serial number, associated
service profiles and so on. If a service profile is associated with the blade, a link to the location

P ti . _ . L . . . .
roperties of the service profile is provided. Clicking on the link displays the properties of the associated
service profile.
Status Indicates the status of the server.

Actions area

Set Desired

Provides options to set the power state of a service profile.
Power State

KVM Console Enables you to launch the KVM console.

Rename Service

) Enables you to rename a service profile.
Profile Y P

Associate

. ' Enables you to associate a service profile to the server.
Service Profiles

Turn on Locator

LED Enables you to either turn on or turn off the locator LED depending on the current state.

Disassociate

. . Enables you to disassociate a service profile from the server.
Service Profile

Firmware tab Provides the firmware details such as BIOS, CIMC, adaptors and storage device part IDs and
the firmware versions. If there are any changes to the firmware details on the server, those
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changes will reflect here.

Faults tab

Displays the faults' details specific to the server such as properties, severity, fault codes and
IDs, description, affected objects, and so on. Provides options to filter the faults based on
severity, and option under the Actions area to acknowledge the fault on UCS.

s ¥ w

Create Create Virtual Create Create Host Create VM Assig
Service  Machine »  Cloud C

VMs and Services
';5 Tenants
3 Clouds
@ Azure Subscriptions
=L VM Networks
Storage

4 [ ] All Hosts
4| [7] FC-Host
4 @ 6332-FC-CLUSTER
# hv-fc-01
F hv-fe02
4 7] FC-Host-6248
+ @ s248-FC-CLUS
? hv-6248-fc-1
¥ hv-6248-fc-2
4 [7]iSCSI-Host
4 @ iscsl-cLUs1
i‘ hv-iscsi-01
i‘ hwv-iscsi-02
4 [7i5CSI-Host-6248
+ @ s248-isCsI-CLUS
? HV-6248-i5C51-1

b ﬂ
Group MNetwork

< Cisco UCS Manager

Overview VMs Services

@ I ™% Hypervisor Hosts
4 A UCS Domains

4 E2 Equipment

4 =1 Chassis

Iy Orgs

I E8 Equipment
I &3 Orgs

T Add-in Settings

4 A bbD4-6332 (192.168.156.12)

I & Chassis -1

4 % Rack-Mounts

= Server -2

4 A bb04-6248 (192.168.156.50)

B s 4 A
Cisco UCS
etworks | Manager jPRO

General | Firmware Faults

Fault Summary
Q@ VvV A
0 0 0

Suppression Status: N/A

Status

Overall Stalus: T ok

¥ PowerShell

E Jobs

A

Actions

=_=
==m| Disassociale Service Profile
Set Desired Power State

E KVM Console

e Turn on Locator LED

Viewing the UCS Rack-Mount Server Details:

Properties
UCS: bb04-6332 (192.165.156.12)
ServerID: 1
Product Name: Cisco UCS C220 M4L
Vendor: Cisco Systems Inc
Revision: 0 FID: UCSC-C220-M4L
MName: Serial Number (SN): FCH1845V31C
User Label:
UUID:  f5cObfdc-10be-11e7-0000-201700000004
Service Profile:  org-root/org-FP-BEARS-MS/s-Hyper-VAiSCSI-Host-02
Locator LED: (#
Summary
Number of Processors: 2 Cores Enabled: 28
Gores: 28 Threads: 56
Effactive Memory (MB): 262144 Total Memory (MB): 262144
Operating Memory Speed: 2400 Operating Memory Voltage regular-voltage
Adapters: 1
HICs: 4 HBAs: 0
Original UUID:  6c8ebbe4-90de-41e6-afla-968c3344d2a0

Part Details
Connection Details

Using the add-in you can view the details such as properties, faults information, and firmware details of the servers on
which the host is running. The following procedure provides steps to view server details:

1. Onthe toolbar, click Cisco UCS Manager.

2. Inthe UCS Domains node, expand the UCS domain.

3. Expand Equipment > Rack-Mounts.

4. Thelist of registered UCS rack-mount servers appears.

5. Choose the server for which you want to view the details.

6. The properties of the rack-mount server appear on the right pane of the window. You can view the following server
information:

Name

Description

General tab




Fault summary
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Displays the number of faults categorized based on fault severity. You can click on the severity
fault icons in this section to view the fault details.

Displays the properties of the server such as, server ID, UUID, serial number, associated service
profiles and so on. If a service profile is associated with the server, a link to the location of the

Properties . . . L . . . . .
pert service profile is provided. Clicking on the link displays the properties of the associated service
profile.
Status Indicates the status of the server.

Actions area

Set Desired
Power State

Provides options to set the power state of a service profile.

KVM Console

Enables you to launch the KVM console.

Rename Service
Profile

Enables you to rename a service profile.

Associate
Service Profiles

Enables you to associate a service profile to the server.

Turn on Locator
LED

Enables you to either turn on or turn off the locator LED depending on the current state.

Disassociate
Service Profile

Enables you to disassociate a service profile from the server.

Firmware tab

Provides the firmware details such as BIOS, Cisco IMC, adaptors and storage device part IDs and
the firmware versions. If there are any changes to the firmware details on the server, those
changes will reflect here.

Faults tab

Displays the faults' details specific to the server such as properties, severity, fault codes and IDs,
description, affected objects, and so on. Provides options to filter the faults based on severity, and
option under the Actions area to acknowledge the fault on UCS.

Viewing the Service Profile Details

Using the add-in you can view the service profile details, such as properties, and faults information. The following
procedure provides steps to view the service profile details:

1. Onthetoolbar, click Cisco UCS Manager.

2. Inthe UCS Domains node, expand the UCS domain.

3. Expand Orgs > root.

4. Choose Service Profiles.

5. Thelist of service profiles and associated information appear on the right pane of the window. The server column
lists the links to the servers that the service profile is associated with. Click the link to view the details of the serv-

er.

6. Click the service profile for which you want to view the details.
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7. The service profile details appear on the right pane of the window. You can view the following service profile in-

formation:

Name

Description

General tab

Fault summary

Displays the number of faults and the severity of the faults.

Properties

Displays the properties of the service profile such as, name, associated server, service profile
template used and so on.

Status

Indicates the status of the service profile.

Actions area

Set Desired
Power State

Provides options to set the power state of the server.

KVM Console

Enables you to launch the KVM console.

Rename Service
Profile

Enables you to rename a service profile.

Create a Clone

Enables you to create a clone of the service profile by inheriting the attributes of the service
profile.

Disassociate
Service Profile

Enables you to disassociate the service profile from the server.

Change Host
Firmware
Package

Enables you to change the host firmware association.

Change Service
Profile
Association

Enables you to upgrade the host firmware on the servers.
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Viewing the Service Profile Template Details

Using the add-in you can view the service profile template details, such as properties, and faults information. The following
procedure provides steps to view the service profile template details:

1. Onthe toolbar, click Cisco UCS Manager.

2. Inthe UCS Domains node, expand the UCS domain.

3. Expand Orgs > root.

Expand Service Profile Templates and select the service profile template for which you want to view the details.

5. You can view the following service profile template information on the right pane of the window:

Name

Description

General tab

Properties area

Displays the properties of the service profile
template, such as name, type and so on.

Actions area

Create Service Profile from Templates

Enables you to use the template to create a service
profile.

Create a Clone

Enables you to create a clone of the service profile
template by inheriting the attributes of the
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Viewing the Host Firmware Package Details
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Using the add-in you can view the host firmware packages properties. The following procedure provides steps to view the

host firmware packages details:

1. Onthe toolbar, click Cisco UCS Manager.

2. Inthe UCS Domains node, expand the UCS domain.

3. Expand Orgs > root.

4. Expand Host Firmware Packages and select the host firmware package for which you want to view the details.

You can view the following host firmware package information on the right pane of the window:

Name

Description

General tab

Properties area

Displays the properties of the host firmware package, such as name, description,
ownership information, package version and so on.

Actions area

Modify Package
Versions

Enables you to modify Blade package version and Rack package version properties.
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OnCommand Unified Manager 7.2

1. Deploy a Windows Server 2016 Virtual Machine for the OnCommand installation.

2. Download and review the OnCommand Unified Manager 7.2 Installation and Setup Guide for Microsoft Windows

3. Download OnCommand Unified Manager version 7.2 from http://mysupport.netapp.com to the virtual machine.

4. Follow the instructions to install OnCommand after double-clicking on the executable.
5. Afterinstallation, fill in Setup Email, Time Settings and enable Autosupport

6. To add your cluster for monitoring, Click on Add from the main dashboard as seen in figure 7 and fill in your cluster
details as seen in figure 8.


https://library.netapp.com/ecm/ecm_get_file/ECMLP2638750
http://mysupport.netapp.com/
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Figure 7 NetApp OnCommand Dashboard
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Unified Manager is currently collecting performance data from clusters every 5 minutes. You can configure the collection interval through the maintenance console.




FlexPod Management Tools Setup

Figure 8 NetApp OnCommand - Add a cluster
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NetApp SnapDrive 7.1.3

SnapDrive 7.1.3 for Windows enables you to automate storage provisioning tasks and to manage data in physical or virtual
Microsoft Windows hosts, in SMB 3.0 environments.

You can use the following steps to install SnapDrive 7.1.3 for Windows on Microsoft Hyper-V Hosts. These steps assume

that prerequisites have been verified.

Configuring access for SnapDrive for Windows

You can use the following steps to configure access for SnapDrive 7.1.3 for Windows:
1. Create a user account on the storage system by entering the following command: security login create -

vserver -user -authentication-method -application -role.
The variables represent the following values:

e Vserveristhe name of the Vserver for the user to be created.

e Useristhe name of the SnapDrive user.
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e authentication-method is the method used for authentication
e application is the option you use to specify how the user will access.
e roleisthe privileges this user will have.

For example,

The following command adds a user called “snapdrive” to the BUILTIN\Administrators group on the storage system:

security login create -vserver Infra-MS-SVM -user snapdrive -—authentication

method password -application ssh -role vsadmin

# You must provide this user name later in this procedure. Therefore, make a note of the user name, including
the letter case (lowercase or uppercase) of each character in the user name.

2. Entera password, when prompted to do so, for the user account you are creating.

3. You are prompted to enter the password twice. You are required to provide this password later, so make a note of
it, including letter case.

4. Checkto ensure that the user account you just created belongs to the local administrator's group on the storage
system by entering the following command:

security login show

For additional information, see the section about creating local groups on the storage system in the Data ONTAP File
Access and Protocols Management Guide for 7-Mode.

5. Oneach Windows host that needs access to the storage system, create a local user account with administrative
rights on the host, using the same user name and password that you specified in Step 1 and Step 2.

# Set up the local user account so that the password for the account never expires. For detailed instructions on
how to create local user accounts, see your Windows documentation.

Downloading SnapDrive for Windows

Before installing SnapDrive for Windows, you must download the software package from the NetApp Support Site.

Before you begin you need the NetApp Support Site login credentials .

Steps
1. Loginto the NetApp Support Site.

2. Gotothe Download Software page.

3. Fromthe drop-down list, select the operating system on which you are installing SnapDrive and click Go!.
4. Click View & Download for the software version you want to install.

5. On the SnapDrive for Windows Description page, click Continue.

6. Review and accept the license agreement.
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7. Onthe Download page, click the link for the installation file.
8. Save the SnapManager for Hyper-V file to a local or network directory.
9. Click Save File.

10. Verify the checksum to ensure that the software downloaded correctly.

Installing SnapDrive for Windows

1. Launch the SnapDrive for Windows installer, and then follow the Installation wizard instructions.

#i SnapDrive® - Installation Wizard

your computer, Click Next to continue.

international treaties.

Welcome to the SnapDrive® Installation

m
1]
()

Mext =

2. Inthe SnapDrive License screen, select the appropriate license type.

The SnapDrive® installation wizard will install Snaplrive® on

WARNIMNG: This program is protected by copyright law and

Cancel
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ﬁ SnapDrive® - |nstallation Wizard
SnapDrive License
Please provide valid SnapDrive license to install
NetApp
Select the license type:
@ Per Storage System
O Per Server
Provide Valid SnapDrive License Key
License Key:
InstallShield
< Back Mext = Cancel

3. Inthe Customer Information screen, enter the appropriate information.
4. Inthe Destination Folder screen, enter the appropriate destination or accept default.

5. Inthe SnapDrive Credentials screen, enter the account and password information of an account that is a member
of the local administrators
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ﬂ SnapDrive® - |nstallation Wizard

SnapDrive Service Credentials

Specify account information for the installed services.

X

NetApp

Ensure that the specified account is a member of the local administrators
' group of this system. See the SnapDrive for Windows Installation Guide for
« % more details about service account requirements. Please provide the Account

= information as "Domain Name\User Name" format.

Mote: MetApp VS5 hardware provider registration also requires user account information.

Account:

|FLEXPOD \snapdrive

Password:

Confirm Password:

Add...

Installshield
< Back

6. Inthe SnapDrive Web Service Configuration screen, accept the default port numbers.

Mext =

Cancel

If you want to change the port numbers, you should also change the port numbers for other SnapDrive hosts.
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ﬂ SnapDrive® - |nstallation Wizard X

SnapDrive Web Service Configuration

Specify SnapDrive Web Service Configuration
NetApp

SnapDrive Web Service Tcp/Ip Endpaint (Port) 208

SnapDrive Web Service HTTP Endpoint (Port) 4094

SnapDrive Web Service HTTPS Endpoint (Port) 4095

InstallShield

< Back » Mext = Cancel

7. Inthe Preferred IP Address screen, identify the IP address you want to use to communicate with the storage sys-
tem.

You should configure the preferred IP address, because doing this improves performance and scalability.



FlexPod Management Tools Setup

ﬁ SnapDrive® - |nstallation Wizard

Preferred Storage System IP Address
Configure SnapDrive to use a preferred IP Address

X

NetApp

Enable preferred storage system IP Address

Configure SnapDrive to use a preferred IP Address for management traffic.
If storage system has only one interface, setting a preferred IP Address can

prevent issues if more interfaces are added later.

Storage System Name: lbbU4—aFFaBUU

Preferred IP Address:  |192.168.94.75|

InstallShield

< Back

MNext =

Cancel

8. Inthe Transport Protocol Default Setting screen, enable the storage protocol settings. RPC is not supported in

clustered Data ONTAP.
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ﬁ SnapDrive® - |nstallation Wizard >

Transport Protocol Default Setting
Specify Default Transport Setting for Storage System(s)

NetApp

Enable Transport Protocol Settings

(JRPC
(@ HTTP
(O HTTPS
Spedfy the user name and password for the HTTP/HTTPS Protocol selection.

LUser Mame:

snapdrivel

Password:

Port ID: ISU

InstallShield

< Back Mext = Cancel

9. Inthe Unified Manager Configuration Screen, click next.

h OnCommand Unified Manager Core Package data protection capabilities are available only in 7- Mode envi-
ronments.

10. Inthe Ready to Install screen, click Install.

11. When you have completed the Installation wizard instructions, click Finish.
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I%J SnapDrive® - Installation Wizard >

SnapDrive® Installation Completed

The SnapDrive® Installation Wizard successfully installed
SnapDrive®. Click Finish to exit the wizard.

[] Show the Windows Installer log

ack Finish Cance

m

NetApp SnapManager for Hyper-V

SnapManager for Hyper-V provides a solution for data protection and recovery for Microsoft® Hyper-V virtual machines
(VMs) running on ONTAP® software. You can perform application-consistent and crash-consistent dataset backups
according to protection policies set by your backup administrator. You can also restore VMs from these backups. Reporting
features enable you to monitor the status of and get detailed information about your backup and restore jobs.

You can use the following steps to install SnapManager 2.1.2 for Hyper-V.

Downloading SnapManager for Hyper-V
Before installing SnapManager for Hyper-V, you must download the software package from the NetApp Support Site.

Before you begin you must have login credentials for the NetApp Support Site.

Steps
1. Loginto the NetApp Support Site.
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2. Go tothe Download Software page.

3. From the drop-down list, select the operating system on which you are installing SnapManager for Hyper-V and
click Gol.

4. Click View & Download for the software version you want to install.

5. Onthe Description page, click Continue.

6. Review and accept the license agreement.

7. Onthe Download page, click the link for the installation file.

8. Save the SnapManager for Hyper-V file to a local or network directory.
9. Click Save File.

10. Verify the checksum to ensure that the software downloaded correctly.

Installing SnapManager for Hyper-V

1. Launch the SnapManager for Hyper-V executable file, and then follow the Installation wizard instructions.
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i%’ SnapManager For Hyper-V - InstallShield Wizard

SnapManager For Hyper-V

international treaties.

< Back Mext =

Welcome to the InstallShield Wizard for

The InstallShield(R) Wizard will install SnapManager For
Hyper-V on your computer. To continue, dick Next.

WARMIMG: This program is protected by copyright law and

Cancel

2.

In the SnapManager for Hyper-V License screen, select the appropriate license type.
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ﬁ SnapManager For Hyper-V® - Installation Wizard

SnapManager for Hyper-V License
Please provide valid SnapManager for Hyper-V license to install

NetApp

Select the license type:
() Per Client System
@ Per Storage System
O Per Server

Provide Valid SnapManager for Hyper-V License Key
License Key:

InstallShield

< Back ; Mext = Cancel

3. Select the installation location and click Next.

4. Inthe SnapManager for Hyper-V Credentials screen, enter the account and password information of an account
that is a member of the local administrators.
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ﬁ SnapManager For Hyper-V - Installation Wizard

SnapManager For Hyper-V Web Service Credentials

Spedify User Credentials for SnapManager For Hyper-V Web Service

NetApp

Account (Domain Name\User Name):

|FLEXPOD \snapdrive

Password:

Confirm Password:

InstallShield

Add...

< Back

MNext =

Cancel

5. Inthe SnapDrive Web Service Configuration screen, accept the default port numbers.




FlexPod Management Tools Setup

ﬁ SnapManager For Hyper-V - Installation Wizard

SnapManager For Hyper-V Web Service Configuration
Specify SnapManager For Hyper-V Web Service Configuration

NetApp

SnapManager For Hyper-V Web Service Tcp/Ip Endpoint (Port) 808

InstallShield

l < Back Mext >

Cancel

6. Click Install on the Ready to Install page.

7. Review the summary of your selections and click Finish.
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Sample Tenant Provisioning
___________________________________________________________________________________________________________________________|

Provisioning a Sample Application Tenant

This section describes a sample procedure for provisioning an application tenant. The procedure here refers back to
previous sections of this document and can be used as a guide and modified as needed when provisioning an application
tenant.

1. Planyour application tenant and determine what storage protocols will be provided in the tenant. In the architec-
ture covered in this document, fiber channel, iSCSI, FCoE and CIFS/SMB can be provided to the tenant. Also, plan
what network VLANs the tenant will use.

2. Inthe Nexus switches, declare all added VLANs and configure the VM VLAN as an allowed VLAN on the UCS port
channels and the vPC peer link. Also, Layer 3 with HSRP or VRRP can be configured in the Nexus switches to pro-
vide this VLAN access to the outside. Layer 3 setup is not covered in this document, but is covered in the Nexus
9000 documentation. Configure the storage VLANs on the UCS and storage port channels, and on the vPC peer
link. The VM VLAN can also be added to the storage port channels in order to configure the tenant SVM manage-
ment interface on this VLAN.

3. Inthe storage cluster:
a. Create a broadcast domain with MTU 1500 for the tenant SVM management interface. Create a broadcast

domain with MTU gooo for each tenant storage protocol except fiber channel.

b. Create VLAN interface ports on the node interface group on each node for tenant SVM management (VM
VLAN) and for the VLAN for each storage protocol except fiber channel. Add these VLAN ports to the ap-
propriate broadcast domains.

c. Create the tenant SVM and follow all procedures in that section.
d. Create Load-Sharing Mirrors for the tenant SVM.

e. Create the FCservice for the tenant SYM if fiber channel is being deployed in this tenant.

f. Optionally, create a self-signed security certificate for the tenant SVM.
g. Configure CIFS for the tenant SVM.
h. Create a volume and CIFS share in the tenant SVM.

i. Create aonce-a-day deduplication schedule on the volume.

j. Iffiber channel is being deployed in this tenant, configure four FCP LIFs in the tenant SVM on the same fi-
ber channel ports as in the Infrastructure SVM.

k. Create SMB LIFsin the tenant SVM on each storage node.
I.  Create aboot LUN in the HV_boot volume in the Infra-MS-SVM for each tenant Hyper-V host.

m. Add the tenant SVM Administrator, SVM management LIF on the SVM management VLAN port, and de-
fault route for the SVM.

4. Inthe UCS one method of tenant setup is to dedicate a Hyper-V cluster and set of UCS servers to each tenant.
Service profiles will be generated for at least two tenant Hyper-V hosts. These hosts can boot from LUNs from the
HV_boot volume in the Infra-MS-SVM, but will also have access to FC storage in the tenant SVM.

a. Create a Server Pool for the tenant Hyper-V host servers.

b. Create all tenant VLANs in the LAN Cloud.
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c. Addthe tenant VLANSs to the DVS vNIC templates.

Generate service profiles from the service profile template with the vMedia policy for the tenant Hyper-V hosts.
Remember to bind these service profiles to the service profile template without the vMedia policy after Windows
Server 2016 installation.

5.

10.

In the Cisco MDS 9148S switches:

a. Create device aliases for the tenant Hyper-V host vHBAs and the FC LIFs in the tenant storage SVM.

b. Create zones for the tenant Hyper-V hosts with fiber channel targets from both the storage Infra-MS-SVM
and the tenant SVM.

c. Addthese zones to the Fabric zoneset and activate the zoneset.
In the storage cluster:
a. Createigroups for the tenant Hyper-V hosts in both the Infra-MS-SVM and tenant SVM. Also, create an

igroup in the tenant SVM that includes the WWPNs for all tenant Hyper-V hosts to support shared storage
from the tenant SVM.

b. InInfra-MS-SVM, map the boot LUNs created earlier to the tenant Hyper-V hosts.

Install and configure Windows Server 2016 on all tenant host servers. It is not necessary to map infra_datastore_1.
In System Center VMM, create a cluster for the tenant Hyper-V hosts. Add the hosts to the cluster.

Using the VMM console, add the tenant hosts to the Host groups and apply the logical switch to the hosts.

After applying the logical switch to the Hyper-V host from the VMM, verify, check and enable the VM adapters cre-

ated on the hosts for MTU, RSS and RDMA are set correctly. Mount the tenant CIFS datastore on the tenant cluster
if one was created.
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Appendix - ISCSI 10/40GbE Solution

This FlexPod deployment will show configuration steps for both the Cisco UCS 6332-16UP and Cisco UCS 6248UP Fabric
Interconnects (Fl) in a design that will support Ethernet connectivity to the NetApp AFF through the Cisco Nexus gooo.

Configuration steps will be referenced for both fabric interconnects and will be called out by the specific model where steps
have differed.

This section contains the UCS deployment for end-to-end 10/40 Gb Ethernet connections between the Cisco UCS 5108
Blade Chassis and C-Series rackmounts and the Cisco UCS Fabric Interconnect, between the Cisco UCS Fabric Interconnect
and Cisco Nexus 9000, and between Cisco Nexus gooo and NetApp AFF A3o0. This infrastructure is deployed to provide
iSCSI-booted hosts with block-level access to shared storage.

Figure 9 shows the Microsoft Hyper-V 2016 built on FlexPod components and the network connections for a configuration
with the Cisco UCS 6332-16UP Fabric Interconnects. This design has end-to-end 40 Gb Ethernet connections between the
Cisco UCS 5108 Blade Chassis and C-Series rackmounts and the Cisco UCS Fabric Interconnect, between the Cisco UCS
Fabric Interconnect and Cisco Nexus 9ooo, and between Cisco Nexus gooo and NetApp AFF A3oo0.
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Figure 9 Nexus 9000 based FlexPod - Cisco UCS 6332 Fabric Interconnects and 40GbE End
to End - iSCSI

\ UCS 6332-16UP I

'..-. - e . e P e ———

Nexus 9332PQ :
OSSR =S SIS =S

40GbE Only 40GbE Converged

10GbE Only

SFO Interconnect

Figure 10 shows the Hyper-V built on FlexPod components and the network connections for a configuration with the Cisco
UCS 6248UP Fabric Interconnects. This design is identical to the 6332-16UP based topology, but has 10 Gb Ethernet
connecting through a pair of Cisco Nexus 93180YC-EX switches to access iSCSI access to the AFF A300. Alternately, the
Cisco Nexus 9332PQ switch can be used with the Cisco UCS 6248UP with a QSFP breakout cable and port configuration
setting on the 9332PQ switch.
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Figure 10 Nexus 9000 based FlexPod - Cisco UCS 6248UP Fabric Interconnects and 10GbE
End to End - iSCSI

- p——
ol - — .__,-n-- -

wPC ]
- L. -
LT T T L -

NetApp
AFF A300

10GbE Converged 10GbE Only
SFO Interconnect

Network Switch Configuration

This section provides a detailed procedure for configuring the Cisco Nexus gooos for use in a FlexPod environment. Follow
these steps precisely because failure to do so could result in an improper configuration.
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Physical Connectivity

Figure 11 FlexPod Cabling with Cisco UCS 6332-16UP Fabric Interconnect
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Figure 12 FlexPod Cabling with Cisco UCS 6248UP Fabric Interconnect

V- X34 dX8022

5108 Chassis

| UCS €220 M4

T 2 Po125

-

NetApp AFF A300
Controller - B

Create VLANSs

——— 1GbE

........
. .

To create the necessary virtual local area networks (VLANs), complete the following step on both switches.

From the global configuration mode, run the following commands:
vlan <ms-ib-mgmt-vlan-id>
name MS-IB-MGMT-VLAN
vlan <native-vlan-id>

name Native-VLAN
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vlan < ms-lvmn-vlan-id>
name MS-LVMN-VLAN

vlan <ms-tenant-vm-vlan-id>
name MS-Tenant-VM-VLAN
vlan <ms-Cluster-vlan-id>
name MS-Cluster-VLAN

vlan <ms--iSCSI-A-vlan-id>
name MS-iSCSI-A-VLAN
vlan <ms-iSCSI-B-vlan-id>
name MS-iSCSI-B-VLAN

exit

Add NTP Distribution Interface

Cisco Nexus A

From the global configuration mode, run the following commands:
ntp source <switch-a-ntp-ip>
interface Vlan<ib-mgmt-vlan-id>
ip address <switch-a-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown
exit

Cisco Nexus B

From the global configuration mode, run the following commands:
ntp source <switch-b-ntp-ip>
interface Vlan<ib-mgmt-vlan-id>
ip address <switch-b-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exit

Add Individual Port Descriptions for Troubleshooting

Cisco Nexus A

To add individual port descriptions for troubleshooting activity and verification for switch A, complete the following step:
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‘# In this step and in the later sections, configure the AFF nodename <st-node> and Cisco UCS 6332-16UP or Cisco UCS
6248UP fabric interconnect clustername <ucs-clustername> interfaces as appropriate to your deployment.

From the global configuration mode, run the following commands:
interface Eth1/3
description <st-node>-1:e2a
interface Etha/s4
description <st-node>-2:e2a
interface Etha/25
description <ucs-clustername>-a:1/27
interface Eth1/26
description <ucs-clustername>-b:1/27
interface Etha/27
description <nexus-hostname>-b:1/27
interface Eth1/28
description <nexus-hostname>-b:1/28
exit
Cisco Nexus B
To add individual port descriptions for troubleshooting activity and verification for switch B, complete the following step:
From the global configuration mode, run the following commands:
interface Etha/3
description <st-node>-1:e2e
interface Etha/s
description <st-node>-2:e2e
interface Ethi/25
description <ucs-clustername>-a:1/28
interface Etha/26
description <ucs-clustername>-b:1/28
interface Etha/27
description <nexus-hostname>-a:1/27
interface Eth1/28

description <nexus-hostname>-a:1/28



Appendix - ISCSI 10/40GbE Solution

exit

Create Port Channels

Cisco Nexus A and Cisco Nexus B

To create the necessary port channels between devices, complete the following step on both switches:
From the global configuration mode, run the following commands:
interface Po1o
description vPC peer-link
interface Etha/27-28
channel-group 10 mode active
no shutdown
interface Po13
description <st-node>-1
interface Etha/3
channel-group 13 mode active
no shutdown
interface Po14
description <st-node>-2
interface Etha/s
channel-group 14 mode active
no shutdown
interface Po125
description <ucs-clustername>-a
interface Ethi/25
channel-group 125 mode active
no shutdown
interface Po126
description <ucs-clustername>-b
interface Eth1/26
channel-group 126 mode active
no shutdown

exit
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copy run start

Configure Port Channel Parameters

Cisco Nexus A and Cisco Nexus B

To configure port channel parameters, complete the following step on both switches:
From the global configuration mode, run the following commands:

interface Po1o

switchport mode trunk

switchport trunk native vlan 2

switchport trunk allowed vlan <ms-ib-mgmt-vlan-id>, < ms-lvmnvlan-id>, <ms-tenant-vm-vlan-id>, <ms-iSCSI-A-
vlan-id>, <ms-iSCSI-B-vlan-id>, < ms-cluster-vlan-id>

spanning-tree port type network

interface Po13

switchport mode trunk

switchport trunk native vlan 2

switchport trunk allowed vlan < ms-iSCSI-A-vlan-id >, < ms-iSCSI-B-vlan-id >
spanning-tree port type edge trunk

mtu 9216

interface Po14

switchport mode trunk

switchport trunk native vlan 2

switchport trunk allowed vlan <ms-iSCSI-A-vlan-id>, <ms-iSCSI-B-vlan-id>
spanning-tree port type edge trunk

mtu 9216

interface Po12g

switchport mode trunk

switchport trunk native vlan 2

switchport trunk allowed vlan <ms-ib-mgmt-vlan-id>, < ms-lvmn-vlan-id>, <ms-tenant-vm-vlan-id>, <ms-iSCSI-A-
vlan-id>, <ms-iSCSI-B-vlan-id>

spanning-tree port type edge trunk
mtu 9216

interface Po126
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switchport mode trunk
switchport trunk native vlan 2

switchport trunk allowed vlan <ms-ib-mgmt-vlan-id>, < ms-lvmn-vlan-id>, <ms-tenant-vm-vlan-id>, <ms-iSCSI-A-
vlan-id>, <ms-iSCSI-B-vlan-id>,< ms-cluster-vlan-id>

spanning-tree port type edge trunk
mtu 9216
exit

copy run start

Configure Virtual Port Channels

Cisco Nexus A

To configure virtual port channels (vPCs) for switch A, complete the following step:
From the global configuration mode, run the following commands:

vpc domain <nexus-vpc-domain-id>

role priority 10

peer-keepalive destination <nexus-B-mgmto-ip> source <nexus-A-mgmto-ip>

peer-switch

peer-gateway

auto-recovery

delay restore 150

interface Po1o

vpc peer-link

interface Po13

vpc 13

interface Po14

VPC 14

interface Po125

VpC 125

interface Po126

vpc 126

exit

copy run start
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Cisco Nexus B

To configure vPCs for switch B, complete the following step:
From the global configuration mode, run the following commands:
vpc domain <nexus-vpc-domain-id>
role priority 20
peer-keepalive destination <nexus-A-mgmto-ip> source <nexus-B-mgmto-ip>
peer-switch
peer-gateway
auto-recovery
delay restore 150
interface Po1o
vpc peer-link
interface Po13
vpc 13
interface Po14
VpC 14
interface Po125
vpC 125
interface Po126
vpc 126
exit

copy run start

Uplink into Existing Network Infrastructure

Depending on the available network infrastructure, several methods and features can be used to uplink the FlexPod
environment. If an existing Cisco Nexus environment is present, we recommend using vPCs to uplink the Cisco Nexus
switches included in the FlexPod environment into the infrastructure. The previously described procedures can be used to
create an uplink vPC to the existing environment. Make sure to run copy run start to save the configuration on each switch
after the configuration is completed.

Storage Configuration

Create Jumbo Frame MTU Broadcast Domains in ONTAP

To create a data broadcast domain with an MTU of gooo, run the following commands to create a broadcast domain for
SMB and iSCSI on ONTAP:
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broadcast-domain create -broadcast-domain Infra MS iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra MS iSCSI-B -mtu 9000

Create VLANSs
To create iSCSI VLAN, create iSCSI VLAN ports and add them to the iSCSI broadcast domain:

network port vlan create -node <st-node0l> -vlan-name ala-<infra-iscsi-A-vlan-id>
network port vlan create -node <st-node0Ol> -vlan-name aOa-<infra-iscsi-B-vlan-id>
network port vlan create —node <st-node02> -vlan-name ala-<infra-iscsi-A-vlan-id>
network port vlan create -node <st-node02> -vlan-name alOa-<infra-iscsi-B-vlan-id>

broadcast-domain add-ports -broadcast-domain Infra MS_iSCSI-A -ports <st-node0l>:al0a-<infra-iSCSI-A-vlan-id>,
<st-node02>:al0a-<infra-iSCSI-A-vlan-id>
broadcast-domain add-ports -broadcast-domain Infra MS iSCSI-B -ports <st-node0l>:ala-<infra-iSCSI-B-vlan-id>,
<st-node02>:al0a-<infra-iSCSI-B-vlan-id>

Run the following command to create the iSCSI service on each SVM. This command also starts the iSCSI service and sets
the iSCSI Qualified Name (IQN) for the SVM.

iscsi create -vserver Infra-MS-SVM
iscsi show

Create iSCSI LIFs

Run the following commands to create four iSCSI LIFs (two on each node):

network interface create -vserver Infra-MS-SVM -1if iscsi 1if0Ola -role data -data-protocol iscsi -home-node
<st-node0l1> -home-port ala-<infra-iscsi-a-vlan-id> -address <var node(Ol iscsi 1ifOla ip> -netmask

<var _node0l iscsi 1ifOla mask> -status-admin up -failover-policy disabled -firewall-policy data —-auto-revert
false

network interface create -vserver Infra-MS-SVM -1if iscsi 1if0lb -role data -data-protocol iscsi -home-node
<st-node01> -home-port ala-<infra-iscsi-b-vlan-id> -address <var node(Ol iscsi 1if0lb ip> -netmask
<var_node0l iscsi_ 1if0lb mask> -status-admin up -failover-policy disabled -firewall-policy data —-auto-revert
false

network interface create -vserver Infra-MS-SVM -1if iscsi 1if02a -role data -data-protocol iscsi -home-node
<st-node02> -home-port ala-<infra-iscsi-a-vlan-id> -address <var node(02 iscsi 1if02a_ip> -netmask
<var_node02_iscsi_1if02a mask> -status-admin up -failover-policy disabled -firewall-policy data —-auto-revert
false

network interface create -vserver Infra-MS-SVM -1lif iscsi 1if02b -role data -data-protocol iscsi -home-node
<st-node02> -home-port ala-<infra-iscsi-b-vlan-id> -address <var_node(02_iscsi_ 1if02b_ip> -netmask
<var_node02 iscsi_ 1if02b_mask> -status-admin up -failover-policy disabled -firewall-policy data —-auto-revert
false

network interface show

Server Configuration

Perform Initial Setup of Cisco UCS 6332-16UP Fabric Interconnects for FlexPod Environments

This section provides detailed procedures for configuring the Cisco Unified Computing System (Cisco UCS) for use in a
FlexPod environment. The steps are necessary to provision the Cisco UCS B-Series and C-Series servers and should be
followed precisely to avoid improper configuration.

Create Uplink Port Channels to Cisco Nexus Switches

To configure the necessary port channels out of the Cisco UCS environment, complete the following steps:
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1.

In Cisco UCS Manager, click LAN on the left.

# In this procedure, two port channels are created: one from fabric A to both Cisco Nexus switches and one from

fabric B to both Cisco Nexus switches.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Under LAN > LAN Cloud, expand the Fabric A tree.

Right-click Port Channels.

Select Create Port Channel.

Enter 125 as the unique ID of the port channel.

Enter vPC-125-Nexus asthe name of the port channel.

Click Next.

Select the ports connected to the Nexus switches to be added to the port channel:
Click >> to add the ports to the port channel.

Click Finish to create the port channel.

Click OK.

In the navigation pane, under LAN > LAN Cloud, expand the fabric B tree.
Right-click Port Channels.

Select Create Port Channel.

Enter 126 as the unique ID of the port channel.

Enter vPC-126-Nexus as the name of the port channel.

Click Next.

Select the ports connected to the Nexus switches to be added to the port channel:
Click >> to add the ports to the port channel.

Click Finish to create the port channel.

Click OK.

Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, complete the following steps:
1 In Cisco UCS Manager, click LAN on the left.

Select Pools > root.



Appendix - ISCSI 10/40GbE Solution

‘ﬂ In this procedure, two MAC address pools are created, one for each switching fabric.

26. Right-click MAC Pools under the root organization.

27. Select Create MAC Pool to create the MAC address pool.
28. Enter MAC-POO1-A as the name of the MAC pool.

29. Optional: Enter a description for the MAC pool.

30. Select Sequential as the option for Assignment Order.
31. Click Next.

32. Click Add.

33. Specify a starting MAC address.

'ﬂ For the FlexPod solution, the recommendation is to place oA in the next-to-last octet of the starting MAC ad-
dress to identify all of the MAC addresses as fabric A addresses. In our example, we have carried forward the same
and also have embedded the UCS domain number information to give us 00:25:B5:52:0A:00 as our first MAC ad-
dress.

34. Specify a size for the MAC address pool that is sufficient to support the available blade or server resources.

Create a Block of MAC Addresses ? X

First MAC Address ;. | 00:25:85:52:04:00 Size o | 48 -
Ta errsure uniguanass af MACS 1 the LAN fabric, you ara strongly encowaged to wsa the follkowing MAC

prefix:
D0 25:B5 ey

35. Click OK.

36. Click Finish.

37. Inthe confirmation message, click OK.

38. Right-click MAC Pools under the root organization.

39. Select Create MAC Pool to create the MAC address pool.
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40.

41.

42.

43.

4.

45.

Enter MAC-POOL-B as the name of the MAC pool.
Optional: Enter a description for the MAC pool.

Select Sequential as the option for Assignment Order.
Click Next.

Click Add.

Specify a starting MAC address.

‘ﬂ For the FlexPod solution, it is recommended to place oB in the next to last octet of the starting MAC address

to identify all the MAC addresses in this pool as fabric B addresses. Once again, we have carried forward in our ex-
ample and have embedded the UCS domain number information to give us 00:25:B5:52:0B:00 as our first MAC ad-
dress.

46.
47.
48.

49.

Specify a size for the MAC address pool that is sufficient to support the available blade or server resources.
Click OK.
Click Finish.

In the confirmation message, click OK.

Create IQN Pools for iSCSI Boot

To configure the necessary IQN pools for the Cisco UCS environment, complete the following steps:

1.

10.

11.

In Cisco UCS Manager, click SAN on the left.

Select Pools > root.

Right click IQN Pools.

Select Create IQN Suffix Pool to create the IQN pool.
Enter IQN-Pool for the name of the IQN pool
Optional: Enter a description for the IQN pool

Enter ign.1992-08.com.cisco as the prefix.

Select Sequential for Assignment Order

Click Next.

Click Add.

Enter ucs-host as the suffix.

# If multiple Cisco UCS domains are being used, a more specific IQN suffix may need to be used.
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12. Enter1inthe From field.
13. Specify the size of the IQN block sufficient to support the available server resources.

14. Click OK.

Create a Block of IQN Suffixes ? X

Suffee - | ucs-hypens-host

From : | O

15. Click Finish.

Create IP Pools for iSCSI Boot

To configure the necessary IP pools iSCSI boot for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.

2. Select Pools > root.

3. Right-click IP Pools.

4. Select Create IP Pool.

5. EnteriSCSI-IP-Pool-A as the name of IP pool.

6. Optional: Enter a description for the IP pool.

7. Select Sequential for the assignment order.

8. Click Next.

9. Click Add to add a block of IP address.

10. Inthe From field, enter the beginning of the range to assign as iISCSI IP addresses.
11. Set the size to enough addresses to accommodate the servers.

12. Click OK.
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13. Click Next.

14. Click Finish.

15. Right-click IP Pools.

16. Select Create IP Pool.

17. EnteriSCSI-IP-Pool-B as the name of IP pool.

18. Optional: Enter a description for the IP pool.

19. Select Sequential for the assignment order.

20. Click Next.

21. Click Add to add a block of IP address.

22. Inthe From field, enter the beginning of the range to assign as iSCSI IP addresses.
23. Set the size to enough addresses to accommodate the servers.
24. Click OK.

25. Click Next.

26. Click Finish.

Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, complete the
following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Pools > root.

3. Right-click UUID Suffix Pools.

4. Select Create UUID Suffix Pool.

5. Enter UUID-POO1 asthe name of the UUID suffix pool.
6. Optional: Enter a description for the UUID suffix pool.

7. Keep the prefix at the derived option.

8. Select Sequential for the Assignment Order.

9. Click Next.

10. Click Add to add a block of UUIDs.

11. Keep the From field at the default setting.
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12.

13.

14.

15.

Specify a size for the UUID block that is sufficient to support the available blade or server resources.
Click OK.
Click Finish.

Click OK.

Create Server Pool

To configure the necessary server pool for the Cisco UCS environment, complete the following steps:

£

Consider creating unique server pools to achieve the granularity that is required in your environment.

1. In Cisco UCS Manager, click Servers on the left.
2. Select Pools > root.
3. Right-click Server Pools.
4. Select Create Server Pool.
5. EnterMS-Server-Pool asthe name of the server pool.
6. Optional: Enter a description for the server pool.
7. Click Next.
8. Selecttwo (or more) servers to be used for the Hyper-V management cluster and click >> to add them to the MS-
Server-Pool server pool.
9. Click Finish.
10. Click OK.
Create VLANSs
To configure the necessary virtual local area networks (VLANSs) for the Cisco UCS environment, complete the following
steps:
1. In Cisco UCS Manager, click LAN on the left.

'ﬂ In this procedure, five unique VLANSs are created. See Table 1.

Select LAN > LAN Cloud.
Right-click VLANS.
Select Create VLANS.

Enter Native-VLAN as the name of the VLAN to be used as the native VLAN.
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6. Keepthe Common/Global option selected for the scope of the VLAN.
7. Enter the native VLANID.
8. Keep the Sharing Type as None.

9. Click OK, and then click OK again.

Create VLANSs ? X
WVLAN Mame/Prefix o | Native-VLAN
Multicast Palicy Name : | <notset> ¥ Create Multicast Policy

& Common/Global Fabric A Fabric B Both Fabrics Confgured Differently

You are creating global VLANS that map to the same VLAN IDs in all available fabrics.
Enter the range of VLAN [Ds.(e.g. * 2009-2019%, " 29,35 40-45" , " 23", " 23 34-45")

VELAN IDs: | 2

Sharing Type :© |(&) Mone Primary Isolated Community

Check Overlap o Cancel

10. Expand the list of VLANs in the navigation pane, right-click the newly created Nat ive-VLAN and select Set as
Native VLAN.

11. Click Yes, and then click OK.

12. Right-click VLANSs.

13. Select Create VLANs

14. Enter MS-IB-MGMT as the name of the VLAN to be used for management traffic.
15. Keep the Common/Global option selected for the scope of the VLAN.

16. Enter the In-Band management VLAN ID.
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17. Keep the Sharing Type as None.

18. Click OK, and then click OK again.

19. Right-click VLANS.

20. Select Create VLANS.

21. Enter MS-iSCSI-A-VLAN asthe name of the VLAN to be used for iSCSI-A.
22. Keep the Common/Global option selected for the scope of the VLAN.

23. EntertheiSCSI-A VLANID.

24. Keep the Sharing Type as None.

25. Click OK, and then click OK again.

26. Right-click VLANS.

27. Select Create VLANS.

28. Enter MS-1SCSI-B-VLAN as the name of the VLAN to be used for iSCSI-B
29. Keep the Common/Global option selected for the scope of the VLAN.

30. EntertheiSCSI-B VLANID.

31. Keep the Sharing Type as None.

32. Click OK, and then click OK again

33. Right-click VLANSs.

34. Select Create VLANS.

35. Enter MS-LVMN as the name of the VLAN to be used for Live Migration.

36. Keep the Common/Global option selected for the scope of the VLAN.

37. Enter the Live Migration VLAN ID.

38. Keep the Sharing Type as None.

39. Click OK, and then click OK again.

40. Select Create VLANS.

41. EnterMS-Cluster asthe name of the VLAN to be used for Cluster Communication VLAN.
42. Keep the Common/Global option selected for the scope of the VLAN.

43. Enter the Cluster network VLAN ID.
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44. Keep the Sharing Type as None.
45. Click OK, and then click OK again.

46. Select Create VLANS.

47. EnterMS-Tenant-VM as the name of the VLAN to be used for VM Traffic.

48. Keep the Common/Global option selected for the scope of the VLAN.

49. Enter the VM-Traffic VLAN ID.
50. Keep the Sharing Type as None.

51. Click OK, and then click OK again.

+) Add

Modify Default Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given server
configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus adapter

(HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment, complete the

following steps:

1. In Cisco UCS Manager, click Servers on the left.
2. Select Policies > root.

3. Expand Host Firmware Packages.

4. Select default.

5. Inthe Actions pane, select Modify Package Versions.

6. Select the version 3.1(2f) for both the Blade and Rack Packages.
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Modify Package Versions X
Blade Package |& 12f)B v
Rack Package © | 3.1(2f)C v

Excluded Components:

Adapter

Host NIC Option ROM
ciMC

Board Controller

Flex Flash Controller
BIOS

PSU

SAS Expander

Storage Controller Onboard Dewvice

Storage Device Bndge
GPLs
FC Adapters
| Local Disk
HE A Pirsien DOKE

oK Cancel Help

7. Click OK then OK again to modify the host firmware package.

Set Jumbo Frames in Cisco UCS Fabric

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.

2. Select LAN > LAN Cloud > QoS System Class.

3. Intheright pane, click the General tab.

4. Onthe Best Effort row, enter 9216 in the box under the MTU column.
5. Click Save Changes in the bottom of the window.

6. Click OK
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LAN / LAN Cloud / QoS System Class

Priarity Enabled CoS Packet Weight Weight MTU Multicast
Drop (%) Optimized

Platinum 5 10 v N/A normal v

Gold 4 < g v N/A normal v

Silver 2 d a v NIA normal v

Bronze 1 4 7 v N/A narmal v

Best Any 5 v 50 9216 v

Effort

Fibre 3 5 v 50 N/A

Channel

Create Local Disk Configuration Policy (Optional)

A local disk configuration for the Cisco UCS environment is necessary if the servers in the environment do not have a local
disk.

# This policy should not be used on servers that contain local disks.

To create a local disk configuration policy, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Policies > root.

3. Right-click Local Disk Config Policies.

4. Select Create Local Disk Configuration Policy.

5. Enter SAN-Boot as the local disk configuration policy name.
6. Change the mode to No Local Storage.

7. Click OK to create the local disk configuration policy.
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Create Local Disk Configuration Policy ? X
Mdzrme - | SANM-Boot
Dresssesrmption
Micdes - | Mo Local Storage -
FlesxFlash
FlexFlash State e Disable Enalile
If FlexFlash State is disabled, 50D cards wall bacome unavallabds immmediateshy.
Flegssa arvsure S0 cards are not m use befara dssabling the FlexFlash Stats.
FlexFlash RAID Reparting State [l Disable Enalile
o Y
8. Click OK.

Create Network Control Policy for Cisco Discovery Protocol (CDP) and Link Layer Discovery Protocol
(LLDP)

To create a network control policy that enables CDP and LLDP on virtual network ports, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.

2. Select Policies > root.

3. Right-click Network Control Policies.

4. Select Create Network Control Policy.

5. Enter Enable-CDP-LLDP as the policy name.

6. For CDP, select the Enabled option.

7. For LLDP, scroll down and select Enabled for both Transmit and Receive.

8. Click OK to create the network control policy.
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Create Network Control Policy ?
copP : [ Disabled (#) Enabled |

MAC Fagister Made |# Only Mative Wian All Hast Wiares |

Action an Uplink Fzl ;=) Link Dawn Warnirg |

MALC Security

Forge: [« Allow Cesry

LLDP

Transrmit ; | Disabled («) Enabled |

Receive : [T Disabled (s Enabled |

< -~

9. Click OK.

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Servers tab on the left.

2. Select Policies > root.

3. Right-click Power Control Policies.

4. Select Create Power Control Policy.

5. Enter No-Power-Cap as the power control policy name.
6. Change the power capping setting to No Cap.

7. Click OK to create the power control policy.

8. Click OK.
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Create Power Control Policy 7 X

MNarme - | Mo-Power-Cap
Description

Fan Speed Policy - | Any v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Prionty values range from 1 to 10, with 1 being the highest priornity. If
vou choose no-cap, the server is exempt from all power capping.

o Mo Cap cap

Cisco UGS Manager only enforces power capping when the servers in @ power group require
more power than 1s currently available. With sufficient power, all servers run at full capacity
regardless of their priority.

o Cancel

Create Server Pool Qualification Policy (Optional)

To create an optional server pool qualification policy for the Cisco UCS environment, complete the following steps:

L This example creates a policy for Cisco UCS B-Series and Cisco UCS C-Series servers with the Intel E2660 v4 Xeon
Broadwell processors.

1. In Cisco UCS Manager, click Servers on the left.
2. Select Policies > root.

3. Right-click Server Pool Policy Qualifications.

4. Select Create Server Pool Policy Qualification.
5. Name the policy UCS-Broadwell.

6. Select Create CPU/Cores Qualifications.

7. Select Xeon for the Processor/Architecture.

8. Enter UCS-CPU-E52660E asthe PID.

9. Click OK to create the CPU/Core qualification.

10. Click OK to create the policy then OK for the confirmation.
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Create CPU/Cores Qualifications

Processor Architecture : | Xeon v FID (RegEx) - |UCS-CPU-E52660E]|

Min Mumber of Cores  :© |(e) Unspecified select Max Number of Cores  : |(e) Unspecified
Min Mumber of Threads : |(e) Unspecified select Max Mumber of Threads : |(e) Unspecified
CPU Speed (MHz) o | Unspecified select CPU Stepping © |®) Unspecified

select
select

select

Cancel

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.
2. Select Policies > root.

3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. EnterMS-Host as the BIOS policy name.

6. Change the Quiet Boot setting to disabled.

7. Change Consistent Device Naming to enabled.
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Processor

Intel Directed 10

RAS Memory

Serial Port

UsB

arl

LOM and PCle Slots

Trusted Platform

Graphics Configuration

Boot Options

Server Management

Create BIOS Policy

Name :  VM-Host
Description

Reboot on BIOS Settings Change : L

'enabled (e Platform Default

)enabled (@) Platform Default

Quiet Boot : | disabled (_
Post Error Pause : | disabled
Resume Ac On Power Loss () stay-off

() last-state () reset () Platform Default |

: Jenabled l\ Platform Default

|
Front Panel Lockout B | disabled (
|

Eonsustent Device Naming

i disabled (®) enabled ) Platform Default ]

Next >

&

Cancel

10.

11.

12.

13.

Click on the Processor tab on the left.

Set the following within the Processor tab

Processor C State -> disabled

Processor CaE -> disabled

Processor C3 Report -> disabled

Processor C7 Report -> disabled
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Create BIOS Policy ?
Main Turbo Boost : | Ddisabled () enabled (8) Platform Default |
Enhanced Intel Speedstep : | i disabled () enabled (o) Platform Default |
Hyper Threading : | _idisabled () enabled (o) Platform Default |
Intel Directed 10 Core Multi Processing : | Platform Default v
Execute Disabled Bit : | _disabled () enabled (o) Platform Default |
RAS Memory Virtualization Technology (WVT) | " disabled () enabled (s) Platform Default |
Hardware Pre-fetcher | i disabled () enabled (o) Platform Default |
Serial Port § - §
Adjacent Cache Line Pre-fetcher | _idisabled () enabled () Platform Default |
uUse DCU Streamer Pre-fetch | i disabled () enabled (o) Platform Default |
DCU IP Pre-fetcher | ) disabled () enabled (@) Platform Default |
PCI
Direct Cache Access | _rdisabled () enabled () auto () Platform Default
apl Processor C State : |(®) disabled () enabled () Platform Default
Processor C1E : |-§_‘.- disabled () enabled () Platform Default
Low snacie s P e T
Processor C6 Report ;| disabled () enabled (®) Platform Default
Trusted Platform
Processor C7 Report : |disabled v I
Graphics Configuration Processor CMCI : | Jenabled () disabled (@) Platform Default |
CPU Performance : |Platf0rm Default v |
Boot Options - - -
Max Vanable MTRR Setting : | _Jauto-max ()8 (e Platform Default |
Sorier Manacsient Local X2 APIC : [ xapic () x2apic () auto (e) Platform Default |

14. Scroll down to the remaining Processor options, and select:
15. Energy Performance -> performance
16. Frequency Floor Override -> enabled

17. DRAM Clock Throttling -> performance

Serial Port Energy Performance performance
Frequency Floor Override () disabled (e enabled () Platform Default
use - - - -
P-STATE Coordination ) hwe-all ) swe-all () sw-any (o) Platform Default
PCI ERAM Clock Throttling performance v
Channel Interleaving Platform Default v
QPl
Rank Interleaving : |Platfurm Default L
Demand Scrub : | disabled () enabled (®) Platform Default
LOM and PCle Slots | - |
Patrol Scrub . | T disabled () enabled () Platform Default |
Trusted Platform Altitude : | Platform Default v
Package C State Limit : |Dlaﬂmm Default v |
Graphics Configuration - - ) )
CPU Hardware Power Management : | Jdisabled ) hwpm-native-mode () hwpm-oob-mode (e Platform Default
Boot Options Energy Performance Tuning : | _os () bios (e) Platform Default |
Workload Configuration : | _ balanced () io-sensitive (®) Platform Default
Server Management '
< Prev Next > m Cancel
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18. Click on the RAS Memory option, and select:

19. LV DDR Mode -> performance-mode

Create BIOS Policy

Main Memory RAS Config ;| Platform Default v

NUNMA : disabled ) enabled (o) Platform Default
Processor

E\u‘ DOR Mode o | power-saving-mode (o) performance-mode () auto () Platform Defaultj

Intel Directed 10 DRAM Refresh Rate ;| Platform Default v

DDR3 Voltage Selection : [ ddr3-1500mv () ddr3-1350mv (e) Platform Default
RAS Memory
Serial Port
use
PCI
arl

LOM and PCle Slots

Trusted Platform

Graphics Configuration

Boot Options

Server Management

< Prev

Next >

&

Cancel

20. Click Finish to create the BIOS policy.

21. Click OK.

Update the Default Maintenance Policy

To update the default Maintenance Policy, complete the following steps:

1.

In Cisco UCS Manager, click Servers on the left.
Select Policies > root.

Select Maintenance Policies > default.

Change the Reboot Policy to User Ack.

Select "On Next Boot” to delegate maintenance windows to server administrators.
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Servers / Policies / root [/ Maintenance Poli... / default

General Ewvents
Actions Properties
Mame . default
how Policy Usage Description
Owner . Local
Soft Shutdown Timer : | 150 Secs v
Reboaot Policy : Immediate e User Ack Timer Automatic

| On Next Boot |[Apply pending changes at next reboot.)

6. Click Save Changes.
7. Click OK to accept the change.

Create vNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, complete the following
steps. A total of 4 vNIC Templates will be created.

Create Infrastructure vNICs

1. In Cisco UCS Manager, click LAN on the left.

2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create vNIC Template.

5. Enter vNIC-Template-A asthe vNIC template name.

6. Keep Fabric A selected.

7. Do not select the Enable Failover checkbox.

8. Select Primary Template for Redundancy Type.

9. Leave the Peer Redundancy Template set to <not set>.

10. Under Target, make sure that only the Adapter checkbox is selected.
11. Select Updating Template as the Template Type.

12. Under VLANS, select the checkboxes for MS-IB-MGMT, MS-Cluster, MS-CSV, and MS-Tenant-VM VLANSs.

13. Set Native-VLAN as the native VLAN.
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14. Select vNIC Name for the CDN Source.
15. For MTU, enter gooo.
16. Inthe MAC Pool list, select MAC-POOL-A.

17. Inthe Network Control Policy list, select Enable-CDP-LLDP.
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Create vNIC Template ?
Name o | vNIC-Template-A
Description
Fabric I ;@ FabricA () FateicB || Enabie Falover
Redundancy
Redundancy Type : |* No Redundancy () Primary Template () Secondary Template |
Target
Adapter
(] v
Warning
If WM is selecled, a port profile by the same name will be created.
It a port profile of the sarme narme exists, and updating template is selected, it wall be overwritten
Template Typa : I initial Template (») Updating Tamplate
VLANs
Y, Advanced Filtsr 4 Export & Print iF
Seldect Name =  Native VLAN
[v] MS-Tenant-VM
[] MS-iSCSI-B
[] MS-iSCSI-A
MS-IB-MGMT
MS-CSV
MS-Cluster
CDN Source : |@ VNIC Name () User Defined |
MTU : 9000
MAC Pool * | MAC-POOL-A(42/48) *
QoS Policy ¢ <notset> ¥

Network Control Policy : | Epable-CDP-LLDP v

Pin Group : | <not set> v |

Stats Threshold Policy : | gefault v

Connection Policies

(e Dynamic vNIC () usNIC () VMQ

Dynamic vNIC Connection Policy : | <not set> »
< o
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18. Click OK to create the vNIC template.
19. Click OK.

Create Secondary Redundancy Template Infra-B

1. Select LAN on the left.

2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create vNIC Template

5. Enter vNIC-Template-B asthe vNIC template name.
6. Select Fabric B.

7. Select the Enable Failover checkbox.

8. SetRedundancy Type to Secondary Template.

9. Select Infra-A for the Peer Redundancy Template.

10. Inthe MAC Pool list, select MAC-POOL-B. The MAC Pool is all that needs to be selected for the Secondary Tem-
plate.

11. Click OK to create the vNIC template.

12. Click OK.

13. CreateiSCSIVvNICs

14. Select LAN on the left.

15. Select Policies > root.

16. Right-click vNIC Templates.

17. Select Create vNIC Template.

18. EnteriSCSI-Template-A as the vNIC template name.

19. Select Fabric A. Do not select the Enable Failover checkbox.
20. Leave Redundancy Type set at No Redundancy.

21. Under Target, make sure that only the Adapter checkbox is selected.
22. Select Updating Template for Template Type.

23. Under VLANS, select only MS-iSCSI-A-VLAN.

24. Select MS-iSCSI-A-VLAN as the native VLAN.
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25.
26.
27.
28.
29.
30.
31.
32.
33
34-.
35.
36.
37
38.
39
40.
41.
42.
43.
b4
45.
46.

47.

Leave vNIC Name set for the CDN Source.

Under MTU, enter 9o000.

From the MAC Pool list, select MAC-Pool-A.

From the Network Control Policy list, select Enable-CDP-LLDP.
Click OK to complete creating the vNIC template.

Click OK.

Select LAN on the left.

Select Policies > root.

Right-click vNIC Templates.

Select Create vNIC Template.

Enter iSCSI-Template-B as the vNIC template name.

Select Fabric B. Do not select the Enable Failover checkbox.
Leave Redundancy Type set at No Redundancy.

Under Target, make sure that only the Adapter checkbox is selected.
Select Updating Template for Template Type.

Under VLANS, select only MS-iSCSI-B-VLAN.

Select MS-iSCSI-B-VLAN as the native VLAN.

Leave vNIC Name set for the CDN Source.

Under MTU, enter 9o0o0.

From the MAC Pool list, select MAC-Pool-B.

From the Network Control Policy list, select Enable-CDP-LLDP.
Click OK to complete creating the vNIC template.

Click OK.

Create LAN Connectivity Policy for iSCSI Boot

To configure the necessary Infrastructure LAN Connectivity Policy, complete the following steps:

1.

2.

3.

In Cisco UCS Manager, click LAN on the left.
Select LAN > Policies > root.

Right-click LAN Connectivity Policies.
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4. Select Create LAN Connectivity Policy.
5. EnteriSCSI-BOOT as the name of the policy.

6. Click the upper Add button to add a vNIC.

7. Inthe Create vNIC dialog box, enter oo-Infra-A as the name of the vNIC.

8. Select the Use vNIC Template checkbox.
9. Inthe vNIC Template list, select vNIC-Template-A.
10. Inthe Adapter Policy list, select Windows.

11. Click OK to add this vNIC to the policy.

Create vNIC

Mame: | 00-Infra-A
Use wNIC Tamplata:
Redundarcy Pair Peoar Name

WNIC Template: | yNIC-Template-4 » Craate wNIC Tarmplate

Adapter Parformance Profile

Adaptar Pulicy Windaws » Craate Ethamet Adapter Policy

12. Click the upper Add button to add another vNIC to the policy.
13. Inthe Create vNIC box, enter o1-Infra-B as the name of the vNIC.

14. Select the Use vNIC Template checkbox.

Cancel
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15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33
34-
35.
36.
37
38.
39:
40.

41.

In the vNIC Template list, select vNIC-Template-B.

In the Adapter Policy list, select Windows.

Click OK to add the vNIC to the policy.

Click the upper Add button to add a vNIC.

In the Create vNIC dialog box, enter 02-iSCSI-A as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the vNIC Template list, select iISCSI-Template-A.

In the Adapter Policy list, select Windows.

Click OK to add this vNIC to the policy.

Click the upper Add button to add a vNIC to the policy.
In the Create vNIC dialog box, enter 03-iSCSI-B as the name of the vNIC.
Select the Use vNIC Template checkbox.

In the vNIC Template list, select iISCSI-Template-B.

In the Adapter Policy list, select Windows.

Click OK to add this vNIC to the policy.

Expand the Add iSCSI vNICs.

Select Add in the Add iSCSI vNICs section.

Set the name to iSCSI-A-vNIC.

Select the 02-iSCSI-A as Overlay vNIC.

Set the VLAN to iSCSI-A-VLAN (native).

Set the iSCSI Adapter Policy to default

Leave the MAC Address set to None.

Click OK.

Select Add in the Add iSCSI vNICs section.

Set the name to iSCSI-B-vNIC.

Select the 03-iSCSI-B as Overlay vNIC.

Set the VLAN to iSCSI-B-VLAN.
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42. Setthe VLAN to iSCSI-B-VLAN (native).
43. Setthe iSCSI Adapter Policy to default.

44. Leave the MAC Address set to None.

Create LAN Connectivity Policy ?
MNarme o ISCSI-BOaT
Drascription :

Click Add to specify one ar more vNICS that tha server shauld use to eonnect to the LAN.

vNIC 03-iSCSI-B
vNIC D2-iSCSI-A
vNIC 01 -Infra-B

wNIC DO-Infra-A

=) Add iISCSI vNICs

ISCSI vMIC iSCSI-B-vNIC

iSCS5I vMIC iSCSI-A-wNIC

£ Acdd

ﬂ Canﬁe'

45. Click OK, then click OK again to create the LAN Connectivity Policy.

Create iSCSI Boot Policy

This procedure applies to a Cisco UCS environment in which two iSCSI logical interfaces (LIFs) are on cluster node 1
(iscsi_lifo1a and iscsi_lifoib) and two iSCSI LIFs are on cluster node 2 (iscsi_lifo2a and iscsi_lifo2b). Also, it is assumed that
the A LIFs are connected to Fabric A (Cisco UCS Fabric Interconnect A) and the B LIFs are connected to Fabric B (Cisco UCS

Fabric Interconnect B).

# One boot policy is configured in this procedure. The policy configures the primary target to be iscsi_lifo1a.

To create a boot policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Policies > root.
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3. Right-click Boot Policies.
4. Select Create Boot Policy.
5. EnteriSCSI-Boot-Fab-A as the name of the boot policy.

6. Optional: Enter a description for the boot policy.

& Do not select the Reboot on Boot Order Change checkbox.

7. Keep the Reboot on Boot Order Change option cleared.

8. Expand the Local Devices drop-down menu and select Local CD/DVD.
9. Expand the iSCSIvNICs drop-down menu and select Add iSCSI Boot.
10. Inthe AddiSCSI Boot dialog box, enter iSCSI-A-vNIC.

11. Click OK.

12. Select Add iSCSI Boot.

13. Inthe AddiSCSI Boot dialog box, enter iSCSI-B-vNIC.

14. Click OK.

Create Boot Policy 72 X

Name iSCSI-Boot-Fab-A

4+ Local Devices Boot Order

R Y, Adv ed Filter Export & Print i
+) \ N Hi
n BA Local CD/DVD

HBA

+ iSCSI

=) iISCSI vNICs iSCsl
iSCsI

+) CIMC Mounted vMedia
+) EFI She

15. Click OK to create the policy.
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Create Service Profile Templates

In this procedure, one service profile template for Infrastructure Hyper-V hosts is created for Fabric A boot.
To create the service profile template, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.

N

Select Service Profile Templates > root.
3. Right-click root.
4. Select Create Service Profile Template to open the Create Service Profile Template wizard.

5. Enter Hyper-V-Host-1iSCST as the name of the service profile template. This service profile template is con-
figured to boot from storage node 1 on fabric A.

6. Selectthe “Updating Template” option.
7. Under UUID, select UUID_Pool as the UUID pool.
Create Service Profile Template ? X

must enter a name for the service profile template and specily the template type. You can also specify how a UUID will be assigned to this
e and enter a descrigtion

Identify Service Profile Template

Storage Provisioning Name : | Hyper-V-Host-iSCSI

he template will be created in the following organization. Its narme must be unigue within this organization
Networking Where : org-rootiorg-FP-BEARS-MS

The template will be created in the following organization. Its name must be unigue within this organization

SAN Connectivity Type : nitial Template (¢ Updating nplate
Spacify how the UUID will be assigned to the server associated with the senice generated by this template.
uuiD

Zoning

VNICAHEA Placement UUID Assignment: MS-UUID-POOL(34/36) v

The UUID will be assigned from the selected pool.

vMadia Policy The available/total UUIDs are displayed after the pool name

Server Boot Order
Optionally enter a description for the profile. The description can cantain infarmation about when and where the service profile should be used.
Maintenance Policy

Server Assignment

Operational Policies

Next > m Cancel

8. Click Next.

Configure Storage Provisioning

1. If you have servers with no physical disks, click the Local Disk Configuration Policy and select the SAN-Boot Local
Storage Policy. Otherwise, select the default Local Storage Policy.

2. Click Next.
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Configure Networking Options

1. Keep the default setting for Dynamic vNIC Connection Policy.

2. Select the “Use Connectivity Policy” option to configure the LAN connectivity.

3. SelectiSCSI-BOOT from the LAN Connectivity Policy pull-down.

4. Select IQN_POOL in Initiator Name Assignment.

Identify Service Profile
Template

Storage Provisioning

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Operational Policies

Create Service Profile Template

Opticnally specify LAN configuration information.

Dynamic vNIC Connection Policy] Seject a Policy to use (no Dynamic vNIC Palicy by default) »

Craate Dynamic vNIC Connection Policy

?

How would you ke to configure LAN conne

Simpla Expert No vNICs (o) Use Connectivity Palicy
LAN Connectivity Policy: | iSCSI-BOOT v

Initiator Name

Create LAN C

alicy

Initiator Name Assignment: QN-POOL(16/16)

Initiator Name

Create ION Suffix Paol
The |QN will be red from the selected pool.
The availabl IQNs are displayed after the pool name.

< Prev

Next >

Cancel

5. Click Next.

Configure Storage Options

1. Select No vHBAs for the “"How would you like to configure SAN connectivity?” field.

2. Click Next.

Configure Zoning Options
1. Click Next.

Configure vNIC/HBA Placement

1. Inthe “Select Placement” list, leave the placement policy as “Let System Perform Placement”.

2. Click Next.

Configure vMedia Policy

1. Do not select a vMedia Policy.
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2. Click Next.

Configure Server Boot Order

1. Select iSCSI-Boot-Fab-A for Boot Policy.

Identify Service Profile
Template

Storage Provisioning

Create Service Profile Template
Optionally spacify the boot policy for this service profile termplate.

Select a boot policy.

Boot Policy] iSCSI-Boot-Fab-A v

. iSCSI-Boot-Fab-A

Networking
: No
SAN Connectivity NICAHBAGSCS! Name: Yes
Legacy
Zoning
dary) does not indicate a
r of boot devic 1) is deterrmined by PCle bus

VNIC/vHBA Placement | Enforce vNIC/vHBA/iSCSI Name = onfig error will be .

f it is not selected, the WNICs/vHBAS are A with the kowest PCle bus scan order is used
vMedia Policy Boot Order

+ - Y, Advanced Filter 4 Expont A Print
Server Boot Order

Maintenance Policy
Server Assignment

Operational Policies

2. Inthe Boor order, select iSCSI-A-vNIC.
3. Click SetiSCSI Boot Parameters button.

4. Inthe SetiSCSIBoot Parameters pop-up, leave Authentication Profile to <not set> unless you have independently
created one appropriate to your environment.

5. Leave the “Initiator Name Assignment” dialog box <not set> to use the single Service Profile Initiator Name de-
fined in the previous steps.

6. SetiSCSI_IP_POOL_A as the “Initiator IP address Policy”.
7. Select iSCSI Static Target Interface option.
8. Click Add.

9. EntertheiSCSI Target Name. To get the iSCSI target name of Infra-MS-SVM, login into storage cluster manage-
ment interface and run “iscsi show” command”.



Appendix - ISCSI 10/40GbE Solution

[y

11. Click OK to add the iSCSI static target.
12. Click Add.
13. Enterthe iSCSI Target Name.

14. Enterthe IP address of iscsi_lif_o2a for the IPvs4 Address field.
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ol

Create iSCSI Static Target

ISCSI Target Mame | ign.1992-08.com.netapp::
Pricirity 2

Port : | 3260

Authentication Profile - Create i3C5 Authentication Profila
IPvd Ackiress D [192.168.12.62

LUN 1D 2|0

D —

15. Click OK to add the iSCSI static target.
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Set iISCSI| Boot Parameters ? X

Mamez : iSCEI-A-wNIC

ticn Priofile

Authentication Profile: | cpat sat> v Create i5C5] Auther

Initiator Marme

Initiator Marme Assignmeant] cpot sat> ¥

Create 10N Suffix Pool

WARNIMNG: The selectad pool doss not contain any available entities.
You can sefect it, but it is recommendad that you add entities ta it

Initiator Addrass

Initiator [P Address Policy:] iSCS1-1R-POOL-A(16/16)

IPud Addres:s - 0.000.0
Subret hask - 255.255.255.0
Default Gatewsy: 0.000.0
Primary OMS - 0.0.0.0
Sacondary DMS - 0.000.0

Create P Pool

The: |P address will ba automatically assigned from thea selected poal.

* iSC5| Static Targat Intarface BSOS Auto Target Interface

Marmne Pricrity Part Authentication Pro.. iSC511PVY Addra..  LUN id

igqn.1992-08.c

ign.1992-08.c. 2 3260 192.168.12.62

16. Inthe Boot order, select iSCSI-B-vNIC.
17. Click SetiSCSI Boot Parameters button.

18. Inthe SetiSCSI Boot Parameters pop-up, leave Authentication Profile to <not set> unless you have independently
created one appropriate to your environment

19. Leave the “Initiator Name Assignment” dialog box <not set> to use the single Service Profile Initiator Name de-
fined in the previous steps

20. SetiSCSI_IP_POOL_B as the “Initiator IP address Policy”.

21. SelectiSCSI Static Target Interface option.
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22. Click Add.

23. EntertheiSCSI Target Name. To get the iSCSI target name of Infra-MS-SVM, login into storage cluster manage-
ment interface and run “iscsi show” command”.

ricari 01

25. Click OK to add the iSCSI static target.

26. Click Add.
27. EntertheiSCSI Target Name.

28. Enter the IP address of iscsi_lif_o2b for the IPv4 Address field.
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o

Create iSCSI Static Target

ISCSI Target Mame  © | ign.1992-08.com.netapp::
Pricarity 2
Port 1| 3260

Authentication Profiks - Create i5C5] Authenticatan Profila
IPvd Address D 192.168.22.62

LUN ID 20

D -

29. Click OK to add the iSCSI static target.
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Set iISCSI Boot Parameters

Mame: iISCSI-B-vMNIC

Authantication Profle:

Initiator Mame

Craate iSC5] Authantication Profile

X

Initiator Marmea Aaaiignrnem

Create [ON Suffi Foal

WARNING: The selectad pool doss not contain any available entities.
You can Sedact it, but it is recommended that you add entities to it.

Initiator Address

Imitiator P Address Policy:) iSCS1-1P-POOL-B(16/16) »

IPvd Address - 0.000.0
Subeet Mask - 2556.255.255.0
Default Gatewsy : 0.0.0.0
Primary OMS o 00000
Sapondary DNS - 0.0.0.0

Create [P Paol
Thee |P addrass will ba automatically assigned from the selected poal.

*) iSCE| Static Targat Intarface ESCE] Auto Target Interfacs

Marne Pricrity

Part Authentication Pro..

ISCS! PV Addre..  LUN M

ign.1992-08.c.. 1 3260

ign.1992-08.c.. 2 3260

192.168.22.61

192.168.22.62

o

o

Cancel

30. Click Next.

Configure Maintenance Policy

1. Change the Maintenance Policy to default.
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Create Service Profile Template ? X

Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this
Identify Service Profile service profile.

Template

Storage Provisioning (=) Maintenance Policy

Select a maintenance policy to include with this service profile or create a new maintenznce policy that will be accessible to all service profiles.

MNetworking Maintenance Policy:| default » Create Maintenance Policy
SAN Connectivity
Narme . default
Zoning Description :
Soft Shutdown Timer : 150 Secs
vNIC/vHBA Placement Reboot Palicy : User Ack
wvMedia Policy

Server Boot Order
Maintenance Policy
Server Assignment

Operational Policies

< Prev Next > m Cancel

2. Click Next.

Configure Server Assignment

To configure server assignment, complete the following steps:

1. Inthe Pool Assignment list, select MS-Server-Pool.
2. Select Down as the power state to be applied when the profile is associated with the server.
3. Optional: select "UCS-Broadwell” for the Server Pool Qualification.

4. Expand Firmware Management at the bottom of the page and select the default policy
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.

Create Service Profile Template

Optionally specify a server pool for this service profile template.

Identify Service Profile
Template
Yow can select a server pood you want to assaciste with this service profila termplata.
Storage Provisioning Poal Assignment:| pMS-Server-Poal v Create Server Paol
Metworking Sedect the power state to be applied whan this profile is associated
with the server.
Up i+ Dawn

SAN Connectivity
Zoning )

The service prafile termplate will ba associated with one of the servers in the salected pool.

IF dasired, you can specify an additional servar poal policy gualification that tha selected server must mesat. To do 5o, sekect the qualihcation from
wNIC/vHBA Placemant the fist.

Server Pool Quakhscation :

wiMedia Policy Restrict Migration
Server Boot Order (=) Firmware Management (BIOS, Disk Controller, Adapter)

Maintenance Policy

Server Assignment

Operational Policies

I you select a host frrmware policy for this service profile, the profile will update the firrmwane on the server that it is associated with.
Otharwise the systam uses the firmware already nstalled on the associated sarver.

Hast Firmeare Package] mS-HostFirmwara v

Create Hast Firmes

ackags

< Prewv MNext =

D —

5. Click Next.

Configure Operational Policies

To configure the operational policies, complete the following steps:

1. Inthe BIOS Policy list, select MS-Host.

2. Expand Power Control Policy Configuration and select No-Power-Cap in the Power Control Policy list.
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Create Service Profile Template ?

Optionally specify information that aflects how the system oparates.
Identify Service Profile
Template

(=) BIOS Configuration

Storage Provisioning
it will be associated with this service profile

want to override the default BIOS settings, select a BIOS policy

Networking BIOS Palicy: | MS-Host v

SAN Connectivity

(#) External IPMI Management Configuration
Zoning

+ Management |P Address
wNIC/vHBA Placement

() Monitoring Configuration (Thresholds)

vMedia Policy
=) Power Control Policy Configuration
Server Boot Order
Power control policy determines power allocation for a server in a given power group.
Power Contrad Palicy: | Na-Power-Cap v Create Power Contre
Maintenance Policy - i
Server Assignment # Scrub Policy
Operational Policies () KVM Management Policy

3. Click Finish to create the service profile template.
4. Click OK in the confirmation message.

Create Service Profiles

To create service profiles from the service profile template, complete the following steps:

1. Connect to UCS Manager, click Servers on the left pane.

5. Select Service Profile Templates > root > Service Template Hyper-V-Host-iSCSI.
6. Right-click Hyper-V-Host-iSCSI and select Create Service Profiles from Template.
7. Enter Hyper-V-iSCSI-Host-o as the service profile prefix.

8. Enter1as “Name Suffix Starting Number.”

9. Enter 2 asthe “"Number of Instances.”

10. Click OK to create the service profiles.
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Create Service Profiles From Template

Maming Prefix ;| Hyper-V-iSCSI-Host-0
Mame Soffix Starting Number @ | 1

Mumber of Instances |2

11. Click OK in the confirmation message.

Add More Servers to FlexPod Unit

Cancel

? X

Additional server pools, service profile templates, and service profiles can be created in the respective organizations to add
more servers to the FlexPod unit. All other pools and policies are at the root level and can be shared among the

organizations.

Gather Necessary Information

After the Cisco UCS service profiles have been created, each infrastructure server in the environment will have a unique
configuration. To proceed with the FlexPod deployment, specific information must be gathered from each Cisco UCS server
and from the NetApp controllers. Insert the required information into Table g and Table 10.

Tableg iSCSI LIFs for iSCSI IQN

SVM

Target: IQN

Infra-MS-SVM

‘ﬂ To obtain the iSCSI IQN, run iscsi show command on the storage cluster management interface.

Table 10 vNIC iSCSI IQNs for fabric A and fabric B

Cisco UCS Service Profile Name

iSCSIIQN

Variables

Hyper-V-iSCSI-Host-o1

< Hyper-V-iSCSI-Host-o1-ign>

Hyper-V-iSCSI-Host-02

< Hyper-V-iSCSI-Host-02-ign>
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L To obtain the iSCSI vNIC IQN information in Cisco UCS Manager GUI, go to Servers > Service Profiles > root. Click each
service profile and then click the “iSCSI vNICs” tab on the right. The “Initiator Name" is displayed at the top of the page
under the “Service Profile Initiator Name”.

Storage Configuration — Boot LUNs and Igroups

Create Boot LUNs

To create two boot LUNs, run the following commands:

lun create -vserver Infra-MS-SVM -volume HV boot -lun VM-Host-Infra-01 -size 200GB -ostype windows 2008 -
space-reserve disabled

lun create -vserver Infra-MS-SVM -volume HV boot -lun VM-Host-Infra-02 -size 200GB -ostype windows 2008 -
space-reserve disabled

Create Witness and Data LUN

A witness LUN is required in a Hyper-V cluster. To create the witness and Data LUN, run the following command:

lun create -vserver Infra-MS-SVM -volume witness FC 6332 -lun witness FC 6332 -size 1GB -ostype windows 2008
-space-reserve disabled
lun create -vserver Infra-MS-SVM -volume infra datastore 1 -lun data FC 6332 -size 250GB -ostype windows 2008
-space-reserve disabled

Create igroups

To create igroups, run the following commands:

igroup create -vserver Infra-MS-SVM -igroup VM-Host-Infra-01 -protocol iscsi -ostype windows —-initiator <vm-
host-infra-01-ign>

igroup create -vserver Infra-MS-SVM -igroup VM-Host-Infra-02 -protocol iscsi -ostype windows -initiator <vm-
host-infra-02-ign>

igroup create -vserver Infra-MS-SVM -igroup VM-Host-Infra-All -protocol iscsi -ostype windows —-initiator <vm-
host-infra-01-ign>,<vm-host-infra-02-ign>

Map Boot LUNSs to igroups

To map LUNSs to igroups, run the following commands:

lun map -vserver Infra-MS-SVM -volume HV boot -lun VM-Host-Infra-01 -igroup VM-Host-Infra-01 -lun-id 0O
lun map -vserver Infra-MS-SVM -volume HV_boot -lun VM-Host-Infra-02 -igroup VM-Host-Infra-02 -lun-id 0O
lun map -vserver Infra-MS-SVM -volume witness FC 6332 -lun witness FC 6332 -igroup VM-Host-Infra-All -lun-id

lun map -vserver Infra-MS-SVM -volume infra datastore 1 -lun data FC 6332 -igroup VM-Host-Infra-All -lun-id 2
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Microsoft Windows Server 2016 Hyper-V Deployment Procedure
_________________________________________________________________________________________________________________________________|

Setup the Microsoft Windows 2016 install

Most of the sub-sections of Microsoft Windows 2016 install are similar to the steps covered in the main document; hence
the delta changes required for iSCSI deployment are captured below.

Install Windows Server 2016

To complete this section, refer to the corresponding section of the main document and execute all the steps.

Install Chipset and Windows eNIC Drivers

To complete this section, refer to the corresponding section of the main document and execute all the steps.

Install Windows Roles and Features

1. Complete the installation steps from the main section and enable the roles and features as mentioned in the main
document.

2. For configuring MPIO, Open Server Manager and click Tools > MPIO.
3. Click Discover Multi-Paths tab.

4. Selectthe check box next to “Add Support for iSCSI Devices” and also select the “NetApp LUN C-Mode"” under the
Hardware ID. Click Add and reboot the server.

MPIO Properties

MPIO Devices Discover Multi-Paths DSM Install Configuration Snapshot

SPC-3 compliant

f Device Hardware 1d
| NETAPP LUN C-Mode

[+] Add support for ISCSI devices
[(] Add support for SAS devices

Install NetApp Host Utilities

To complete this section, refer to corresponding section of the main document and execute all the steps.
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Configure Microsoft iSCSI Initiator

1. Open Server Manager, click Tools and then click iSCSI Initiator and click Yes to start the service.

2. Click on the Targets tab and you will see a discovered target with status as connected. This entry is because of the iSCSI
SAN boot.

iSCSI Initiator Properties X

Targets  Discovery Favorite Targets  Volumes and Devices

RADIUS Configuration
Quick Connect

To discover and log on to a target using a basic connection, type the IP address or
DMS name of the target and then dick Quidk Connect,

Target: | | Quick Connect...

Discovered targets

Refresh

Mame Status

ign. 1992-08. com.netapp:sn. 3ee57b44298c11e7a85c00... Connected

To connect using advanced options, select a target and then Connect
dick Connect.

In the iISCSI Initiator properties, click the Discovery tab and then click Discover portal.

iSCS| Initiator Properties x

Targets Discovery Favorite Targets  Volumes and Devices  RADIUS — Configuration

Target portals
The system will look for Targets on following portals: Refresh
Address Port Adapter IF address

To add a target portal, dick Discover Portal,

E Discover Portal... ;

4. Inthe Discover Target Portal window, enter the IP address or DNS name of the iSCSI target and click Advanced.
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Discover Target Portal *

Enter the IP address or DMNS name and port number of the portal you
want to add.

To change the default settings of the discovery of the target portal, dick
the Advanced button,

IP address or DNS name: Port: (Default is 3260.)
192.168.12.61| | |326I:I

Advanced... Cancel

5. Inthe Advanced setting, select Microsoft iSCSI Initiator as local adapter and an iSCSI IP address for the Initiator IP as
shown in the below figure.

Advanced Settings ? *

General  IPsec

Connect using
Local adapter: Microsoft iSCSI Initiator e
Initiator IP: 192,168.12.121 -

Target portal IP:

6. Click on Targets tab and select the discovered target and click on Connect.

7. Inthe Connect To Target, select Enable multi-path and click on Advanced.

Connect To Target x

Target name:

| 32-08.com.netapp:sn. 3ee57b44293c1 12 7a85c00a098a9fec2ivs. 5

Add this connection to the list of Favorite Targets.

This will make the system automatically attempt to restore the
connection every time this computer restarts.

Enable mult-path

Advanced... Cancel

8. Inthe Advanced settings, configure the Initiator IP and the Target portal IP for the iSCSI-A path as shown in the figure
below.
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Advanced Settings ?

General  Ipsec

Connect using

Local adapter: Microsoft iSCSI Initiator o
Initiator IP: 192,168.12,121 o
Target portal IP: 192,168.12.61 f 3260 o

9. Repeat steps 6 to 8 and configure as shown in the figure below for the iSCSI-B path.

Advanced Settings ?

Gerneral  Ipsec

Connect using

Local adapter: Microsoft iSCSI Initiator w
Initiator IP: 192,168.22,121 o
Target portal IP: 192,168,22.61 f 3260 o

10. Verify the MPIO configuration by navigating to the Server Manager > Tools > MPIO > Configuration Snapshot. Select
"Open File upon capture” and click Capture.

MPIC Properties et

MPIO Devices Digcover Multi-Pathe  DSM Install Configuration Snapshot

Snapshot

To capture a snapshot of the current MPIO configuration on the
system, please spedfy a filename where this information will be written
to and then dick Capture.

Filename: | lows\System32\MPIO_Configuration.log Browse. ..

Open File upon capture
Capture

11. The MPIO configuration log file opens showing the number of paths and the load balance policies used to manage the
LUNSs/disks.
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mj MPIO_Configuration - Notepad -
File Edit Format WView Help

MPIO 5torage Snapshot on Sunday, 23 July 2817, at 23:86:41.587

Registered DSMs: 1

MPIO Diskl: 84 Paths, Round Robin with Subset, Implicit Only
SN: 6BBAB98@383038625A244A6C3873524D
Supported Load Balance Policies: FOD RRWS LQD WP LB

Path ID State SCSI Address Weight
POBEPEEB77610003 Active/Unoptimized 001|066 |003|001 0
TPG_State: Active/Unoptimized, TPG Id: 1@ee, TP Id: 7
Adapter: Microsoft iSCSI Initiator... (B|D|F: eee|eea|ee8)
Controller: 46616B65436F6E74726F6C6CA572 (State: Active)

peeRRERB77010082 Active/Unoptimized ©01|000|e82|eel 5
TPG_State: Active/Unoptimized, TPG Id: l@ea, TP Id: &
Adapter: Microsoft iSCSI Initiator... (B|D|F: eee|eea|ee8)
Controller: 46616BR5436F6E7AT26F6LECAS72 (State: Active)

BeEBEEee 77018801 Active/Optimized 061 |eee | el |eel 5
TPG_State: Active/Optimized , TPG Id: 1881, TP Id: 9
Adapter: Microsoft iSCSI Initiator... (B|D|F: oee|eee|eee)
Controller: 46616BR5436F6E7AT26F6LECAS72 (State: Active)

Beeee8877810000 Active/Optimized 061 | eee | eea | el e
TPG_State: Active/Optimized , TPG Id: 1eel, TP Id: &8
Adapter: Microsoft iSCSI Initiator... (B|D|F: oee|oee|ees)
Controller: 46616B65A36FEE7A726F6CECE572 (State: Active)

MPIO Disk@: 84 Paths, Round Robin with Subset, Implicit Only
S5N: 6BBAB98B3830386253504A686F74524D
Supported Load Balance Policies: FOO RRWS LOQD WP LB

Host Renaming and Join to Domain

To complete this section, refer to the corresponding section of the main document and execute all the steps.
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Deploying and Managing Hyper-V Clusters using System Center 2016 VMM

To complete this section, refer to the corresponding section of the main document and execute all the steps.
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Appendix - FCoE Solution
_________________________________________________________________________________________________________________________________|

This section of FlexPod deployment will show configuration steps for both the Cisco UCS 6332-16UP and Cisco UCS 6248UP
Fabric Interconnects (Fl) in a design that will support direct connectivity to NetApp AFF using Fibre Channel over Ethernet
(FCoE).

Configuration steps will be referenced for both fabric interconnects and will be called out by the specific model where steps
have differed.

Figure 13 shows the Microsoft Hyper-V 2016 built on FlexPod components and the network connections for a configuration
with the Cisco UCS 6332-16UP Fabric Interconnects with storage FCoE connections directly connected to the fabric
interconnect. This design has 40Gb Ethernet connections between the Cisco UCS 5108 Blade Chassis and C-Series
rackmounts and the Cisco UCS Fabric Interconnect, and between the Cisco UCS Fabric Interconnect and Cisco Nexus gooo.
This design also has a 10Gb FCoE connection between Cisco UCS Fabric Interconnect and NetApp AFF A300. FC zoning is
done in the Cisco UCS Fabric Interconnect. This infrastructure is deployed to provide FCoE-booted hosts with file-level and
block-level access to shared storage with use cases that do not require the Cisco MDS SAN connectivity or scale.
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Figure 13 FlexPod with Cisco UCS 6332-16UP Fabric Interconnects and Cisco UCS Direct
Connect SAN

Nexus S332PQ

10Gb FCoE
40GbE Converged

40GbE Only

SFO Interconnect

Figure 14 shows the Hyper-V built on FlexPod components and the network connections for a configuration with the Cisco
UCS 6248UP Fabric Interconnects with storage FC connections directly connected to the fabric interconnect. This design
has 10Gb Ethernet connections throughout the architecture. This design also has 10Gb FCoE connections between the
Cisco UCS Fabric Interconnect and the NetApp AFF family of storage controllers. This infrastructure is also deployed to
provide FCoE-booted hosts with file-level and block-level access to shared storage with use cases that do not require the
Cisco MDS SAN connectivity or scale.
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Figure 14 FlexPod with Cisco UCS 6248UP Fabric Interconnects and Cisco UCS Direct Con-
nect SAN
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Network Switch Configuration

This section provides a detailed procedure for configuring the Cisco Nexus gooos for use in a FlexPod environment. Follow
these steps precisely because failure to do so could result in an improper configuration.
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Physical Connectivity

Figure 15 FlexPod Cabling with Cisco UCS 6332-16UP Fabric Interconnect for Direct Con-
nect FCoE SAN
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Figure 16 FlexPod Cabling with Cisco UCS 6248UP Fabric Interconnect for Direct Connect
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FlexPod Cisco Nexus Base

To complete this section, refer to the corresponding section of the main document and execute all the steps.

FlexPod Cisco Nexus Switch Configuration

To complete this section, refer to the corresponding section of the main document and execute all the steps.
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Storage Configuration

Set Onboard Unified Target Adapter 2 Port Personality

In order to use FCoE storage targets, CNA ports must be configured on the storage. To set the personality of the onboard
unified target adapter 2 (UTA2), complete the following steps for both controllers in an HA pair:

1. Verify the Current Mode and Current Type properties of the ports by running the ucadmin show command.

ucadmin show
Current Current Pending Pending Admin

Node Adapter Mode Type Mode Type Status
<st-node01l>

Oe fc target - - online
<st-node01>

0f fc target - - online
<st-node01l>

O0g cna target - - online
<st-node01>

Oh cna target - - online
<st-node02>

Oe fc target - - online
<st-node02>

0f fc target - - online
<st-node02>

O0g cna target - - online
<st-node02>

Oh cna target - - online
8 entries were displayed.

2. Verify that the Current Mode and Current Type properties for all ports are set properly. Set the ports used for FCoE
connectivity to mode cna. The port type for all protocols should be set to target. Change the port personality
by running the following command:

ucadmin modify -node <home-node-of-the-port> -adapter <port-name> -mode cna -type target.

‘ﬂ The ports must be offline to run this command. To take an adapter offline, runthe fcp adapter modify -node
<home-node-of-the-port> -adapter <port-name> -state down command. Ports must be converted in
pairs (for example, Oe and 0f).

# After conversion, a reboot is required. After reboot, bring the ports online by running fcp adapter modify -
node <home-node-of-the-port> -adapter <port-name> -state up.

Create FC LIFs

Run the following commands to create four FC LIFs (two on each node) by using the previously configured FCoE ports.:

network interface create -vserver Infra-MS-SVM -1lif fcp 1if0Ola -role data -data-protocol fcp -home-node <st-
node0l> -home-port Oe -status-admin up

network interface create -vserver Infra-MS-SVM -1if fcp 1if0Olb -role data -data-protocol fcp -home-node <st-
node01l> -home-port 0f -status-admin up

network interface create -vserver Infra-MS-SVM -1lif fcp 1if02a -role data -data-protocol fcp -home-node <st-
node02> -home-port Oe -status-admin up

network interface create -vserver Infra-MS-SVM -1lif fcp 1if02b -role data -data-protocol fcp -home-node <st-
node02> -home-port 0f -status-admin up
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L From storage controller’s perspective, LIF's are created according to the native protocol to be used. Therefore, FC LIFs
are created using FCoE ports.

L For additional storage related tasks, please see the storage configuration portion of this document.

Create Boot LUNs

To create two boot LUNs, run the following commands:

lun create -vserver Infra-MS-SVM -volume HV boot -lun VM-Host-Infra-01 -size 200GB -
ostype windows 2008 -space-reserve disabled

lun create -vserver Infra-MS-SVM -volume HV boot -lun VM-Host-Infra-02 -size 200GB -
ostype windows 2008 -space-reserve disabled

Create Witness and Data LUN

A witness LUN is required in a Hyper-V cluster. To create the witness and Data LUN, run the following command:

lun create -vserver Infra-MS-SVM -volume witness FC 6332 -lun witness FC 6332 -size 1GB
-ostype windows 2008 -space-reserve disabled

lun create -vserver Infra-MS-SVM -volume infra datastore 1 -lun data FC 6332 -size
250GB -ostype windows 2008 -space-reserve disabled

Create igroups

To create igroups, run the following commands:

igroup create -vserver Infra-MS-SVM -igroup VM-Host-Infra-01 -protocol fcp -ostype windows —-initiator <vm-
host-infra-0l-wwpna>,<vm-host-infra-0l-wwpnb>

igroup create -vserver Infra-MS-SVM -igroup VM-Host-Infra-02 -protocol fcp -ostype windows —-initiator <vm-
host-infra-02-wwpna>, <vm-host-infra-02-wwpnb>

igroup create -vserver Infra-MS-SVM -igroup VM-Host-Infra-All -protocol fcp -ostype windows —-initiator <vm-
host-infra-0l-wwpna>,<vm-host-infra-0l-wwpnb>, <vm-host-infra-02-wwpna>,<vm-host-infra-02-wwpnb>

Map Boot LUNSs to igroups

To map LUNSs to igroups, run the following commands:

lun map -vserver Infra-MS-SVM -volume HV boot —-lun VM-Host-Infra-01 -igroup VM-Host-Infra-01 -lun-id O
lun map -vserver Infra-MS-SVM -volume HV_boot -lun VM-Host-Infra-02 -igroup VM-Host-Infra-02 -lun-id O

lun map -vserver Infra-MS-SVM -volume witness FC 6332 -lun witness FC 6332 -igroup VM-Host-Infra-All -lun-id
1

lun map -vserver Infra-MS-SVM -volume infra datastore 1 -lun data FC 6332 -igroup VM-Host-Infra-All
—lun-id 2

L For additional storage related tasks, please see the storage configuration portion of this document.
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Server Configuration

Perform Initial Setup of Cisco UCS 6332-16UP and 6248UP Fabric Interconnects for FlexPod Environments

This section provides detailed procedures for configuring the Cisco Unified Computing System (Cisco UCS) for use in a
FlexPod environment. The steps are necessary to provision the Cisco UCS B-Series and C-Series servers and should be
followed precisely to avoid improper configuration.

Cisco UCS Fabric Interconnect A

To configure the Cisco UCS for use in a FlexPod environment, complete the following steps:
1. Connect to the console port on the first Cisco UCS fabric interconnect.
Enter the configuration method: gui
Physical switch MgmtO IP address: <ucsa-mgmt-ip>
Physical switch MgmtO IPv4 netmask: <ucsa-mgmt-mask>
IPv4 address of the default gateway: <ucsa-mgmt-gateway>

2. Using a supported web browser, connect to <ucsa-mgmt-1ip>, accept the security prompts, and click the ‘Ex-
press Setup’ link under HTML.

3. Select Initial Setup and click Submit.
4. Select Enable clustering, Fabric A, and IPvg.
5. Fill in the Virtual IP Address with the UCS cluster IP.

6. Completely fill in the System setup section. For system name, use the overall UCS system name. For the Mgmt IP
Address, use <ucsa-mgmt-ip>.
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Cluster and Fabric setup

*' Enable clustering
Standalone mode
Synchronize

Fabric Setup: * Fabric A ' ' Fabric B

* |Pvd
IPv6

Virtual IP Address: 192 168 . 156 | |12

— System setup

Enforce strong password?: * Yes No

System name: bb04-6332

Admin Password: seessnne Confirm Admin password: serneeen

Mgmt IP Address: 192 168 . 156 .|10 Mgmt IP Netmask: 255 | |255 | |255
Default Gateway: 192 168 156 .1

DNS Server IP: 0 |1 L1569 Domain Name : vikings.cisco.com

—UCS Central managed environment

UCS Central IP: X E X Shared Secret:

Submit || Reset
[
7. Click Submit.

Cisco UCS Fabric Interconnect B

To configure the Cisco UCS for use in a FlexPod environment, complete the following steps:

1. Connect to the console port on the second Cisco UCS fabric interconnect.

Enter the configuration method: gui
Physical switch MgmtO IP address: <ucsb-mgmt-ip>
Physical switch MgmtO0 IPv4 netmask: <ucsb-mgmt-mask>

IPv4 address of the default gateway: <ucsb-mgmt-gateway>



Appendix - FCoE Solution

2. Using a supported web browser, connect to <ucsb-mgmt-ip>, accept the security prompts, and click the ‘Ex-
press Setup’ link under HTML.

3. Under System setup, enter the Admin Password entered above and click Submit.

4. Enter <ucsb-mgmt-1ip> for the Mgmt IP Address and click Submit.
Cisco UCS Direct Storage Connect Setup

Log in to Cisco UCS Manager

# The following steps are the same between the UCS 6332-16UP and the UCS 6248UP Fabric Interconnects un-
less otherwise noted

To log in to the Cisco Unified Computing System (UCS) environment, complete the following steps:

1. Open a web browser and navigate to the Cisco UCS fabric interconnect cluster address.

'ﬂ You may need to wait at least 5 minutes after configuring the second fabric interconnect for UCS Manager to
come up.

2. Click the Launch UCS Manager link under HTML to launch Cisco UCS Manager.

3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin as the user name and enter the administrative password.
5. Click Login to login to Cisco UCS Manager.

Upgrade Cisco UCS Manager Software to Version 3.1(3a)

This document assumes the use of Cisco UCS 3.1(3a). To upgrade the Cisco UCS Manager software and the Cisco UCS
Fabric Interconnect software to version 3.1(3a), refer to Cisco UCS Manager Install and Upgrade Guides.

Anonymous Reporting

To create anonymous reporting, complete the following step:

1. Inthe Anonymous Reporting window, select whether to send anonymous data to Cisco for improving future prod-
ucts. If you select Yes, enter the IP address of your SMTP Server. Click OK.


http://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
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Anonymous Reporting

Cisco Systems, Inc. will be collecting feature configuration and usage statistics which will be
sent to Cisco Smart Call Home server anonymously. This data helps us priornitize the features
and improvements that will most benefit our customers.

If you decide to enable this feature in future, yvou can do so from the " Anonymous Reporting”
in the Call Home sethings under the Admin tab.

View Sample Data

Do you authorize the disclosure of this information to Cisco Smart CallHome?

Yes Mo

Don't show this message agan.

Cancel

Configure Cisco UCS Call Home

It is highly recommended by Cisco to configure Call Home in UCSM. Configuring Call Home will accelerate resolution of
support cases. To configure Call Home, complete the following steps:

1. In Cisco UCS Manager, click Admin on the left.
2. Select All > Communication Management > Call Home.
3. Change the State to On.

4. Fillin all the fields according to your Management preferences and click Save Changes and OK to complete config-
uring Call Home.

Place UCS Fabric Interconnects in Fiber Channel Switching Mode

In order to use Fiber Channel Storage Ports for storage directly connected to the Cisco UCS fabric interconnects, the fabric
interconnects must be changed from fiber channel end host mode to fiber channel switching mode.

To place the fabric interconnects in fiber channel switching mode, complete the following steps:

1. In Cisco UCS Manager, click Equipment on the left.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary).

3. Inthe center pane, select set FC Switching Mode. Click Yes and OK for the confirmation message.
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All = Equipment | Fabric Interconnects / Fabric | A (subordi )
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» Fixed Module FC Mode End Host Vendor . Cisco Systems, Inc.
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4. Wait for both Fabric Interconnects to reboot by monitoring the console ports and log back into Cisco UCS Manag-
er.

Add Block of IP Addresses for KVM Access

To create a block of IP addresses for in band server Keyboard, Video, Mouse (KVM) access in the Cisco UCS environment,
complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.
2. Expand Pools > root > IP Pools.
3. Right-click IP Pool ext-mgmt and select Create Block of IPv4 Addresses.

4. Enterthe starting IP address of the block, number of IP addresses required, and the subnet mask and gateway in-
formation.
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Create Block of IPv4 Addresses P X
Fram o |192.1658.54.2417 Size S| 8 =
Subriat Mask ; [255.255.255.0 Dafault Gateway : | 192.168.94.254
Prirmary NS ; |0.0.0.0 Secondary ONS - |0.0.0.0

5. Click OK to create the block.
6. Click OKin the confirmation message.

Synchronize Cisco UCS to NTP

To synchronize the Cisco UCS environment to the NTP servers in the Nexus switches, complete the following steps:

1. In Cisco UCS Manager, click Admin on the left.

2. Expand All > Time Zone Management.

3. Select Timezone.

4. Inthe Properties pane, select the appropriate time zone in the Timezone menu.
5. Click Save Changes, and then click OK.

6. Click Add NTP Server.

7. Enter <switch-a-ntp-ip> and click OK. Click OK on the confirmation.



Appendix - FCoE Solution

Add NTP Server 7 X

MNTP Server: [ 10.1.156.4

8. Click Add NTP Server.

9. Enter <switch-b-ntp-ip> and click OK. Click OK on the confirmation.

All /

m

General

Actions Properties
Add NTP Server Time Zone : |Amenca/New_York (Eastern v
NTP Servers
Y, Advanced Filter 4 Export /s Print

Edit Chassis Discovery Policy

Setting the discovery policy simplifies the addition of B-Series Cisco UCS chassis and of additional fabric extenders for
further C-Series connectivity. To modify the chassis discovery policy, complete the following steps:

1. In Cisco UCS Manager, click Equipment on the left and select Equipment in the second list.

2. Intheright pane, click the Policies tab.

3. Under Global Policies, set the Chassis/FEX Discovery Policy to match the minimum number of uplink ports that are
cabled between the chassis or fabric extenders (FEXes) and the fabric interconnects.

4. Setthe Link Grouping Preference to Port Channel. If Backplane Speed Preference appears, leave it set at 40G. If
the environment being setup contains a large amount of multicast traffic, set the Multicast Hardware Hash setting

to Enabled.
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Equipment

palogy View Fabne Interconnects Servers

Main Tc

_ Autoconfig Policies Server Inheritance Policies Server Discovery Policies SEL Policy Power Groups

Chassis/FEX Discovery Policy

Action 2 Link v
Link Grouping Preference : Mone (8 Port Channel
Backplane Speed Preference @ |(8) 400G Ax10G

5.

6.

Click Save Changes.

Click OK.

Enable Server and Uplink Ports

To enable server and uplink ports, complete the following steps:

1.

In Cisco UCS Manager, click Equipment on the left.
Expand Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.
Expand Ethernet Ports.

Select the ports that are connected to the chassis, Cisco FEX, and direct connect UCS C-Series servers, right-click
them, and select “Configure as Server Port.”

Click Yes to confirm server ports and click OK.
Verify that the ports connected to the chassis, C-series servers and Cisco FEX are now configured as server ports.

Select the ports that are connected to the Cisco Nexus switches, right-click them, and select Configure as Uplink
Port.

ﬂ The last 6 ports of the UCS 6332 and UCS 6332-16UP Fls will only work with optical based QSFP transceivers

and AOC cables, so they can be better utilized as uplinks to upstream resources that might be optical only.

8.

10.

11.

12.

13.

Click Yes to confirm uplink ports and click OK.
Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.
Expand Ethernet Ports.

Select the ports that are connected to the chassis, C-series servers or to the Cisco 2232 FEX (two per FEX), right-
click them, and select Configure as Server Port.

Click Yes to confirm server ports and click OK.

Select the ports that are connected to the Cisco Nexus switches, right-click them, and select Configure as Uplink
Port.
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14. Click Yes to confirm the uplink ports and click OK.

Acknowledge Cisco UCS Chassis and FEX

To acknowledge all Cisco UCS chassis and any external 2232 FEX modules, complete the following steps:

1. In Cisco UCS Manager, click Equipment on the left.
2. Expand Chassis and select each chassis that is listed.

3. Right-click each chassis and select Acknowledge Chassis.

Acknowledge Chassis X

Are you sure you want to acknowledge Chassis 1 ?
This operation will rebuild the network connectivity between the Chassis and the Fabrics it is connected to.
Currently there are 2 active links to Fabric A and there are 2 active links to Fabric 8.

4. Click Yes and then click OK to complete acknowledging the chassis.

5. If Nexus 2232 FEX are part of the configuration, expand Rack Mounts and FEX.
6. Right-click each FEX that is listed and select Acknowledge FEX.

7. Click Yes and then click OK to complete acknowledging the FEX.

Create Uplink Port Channels to Cisco Nexus Switches

To configure the necessary port channels out of the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.

& In this procedure, two port channels are created: one from fabric A to both Cisco Nexus switches and one from
fabric B to both Cisco Nexus switches.

2. Under LAN > LAN Cloud, expand the Fabric A tree.

3. Right-click Port Channels.
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4. Select Create Port Channel.

5. Enter 125 as the unique ID of the port channel.

6. Enter vPC-125-Nexus asthe name of the port channel.

7. Click Next.

8. Select the ports connected to the Nexus switches to be added to the port channel:
9. Click >>to add the ports to the port channel.

10. Click Finish to create the port channel.

11. Click OK.

12. Inthe navigation pane, under LAN > LAN Cloud, expand the fabric B tree.

13. Right-click Port Channels.

14. Select Create Port Channel.

15. Enter 126 as the unique ID of the port channel.

16. Enter vPC-126-Nexus as the name of the port channel.

17. Click Next.

18. Select the ports connected to the Nexus switches to be added to the port channel:
19. Click >>to add the ports to the port channel.

20. Click Finish to create the port channel.

21. Click OK.

Create a WWNN Pool for FC Boot

To configure the necessary WWNN pool for the Cisco UCS environment, complete the following steps on Cisco UCS
Manager.

1. Select SAN on the left.

2. Select Pools > root.

3. Right-click WWNN Pools under the root organization.
4. Select Create WWNN Pool to create the WWNN pool.
5. Enter WWNN-POOL for the name of the WWNN pool.
6. Optional: Enter a description for the WWNN pool.

7. Select Sequential for Assignment Order.
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Create WWNN Pool ? X
Define Marme and Description Marrie o WANRN-POOL
Daascription
Add WWHN Blocks
Assignrment Order Desfault (#) Saguential
Mext > Cancel

8. Click Next.
9. Click Add.

10. Modify the From field as necessary for the UCS Environment

L Modifications of the WWNN block, as well as the WWPN and MAC Addresses, can convey identifying infor-
mation for the UCS domain. Within the From field in our example, the 6" octet was changed from 0o to 52 to rep-
resent as identifying information for this being in the UCS 6332 in the 4" cabinet

L Also, when having multiple UCS domains sitting in adjacency, it is important that these blocks, the WWNN,
WWPN, and MAC hold differing values between each set.

11. Specify a size of the WWNN block sufficient to support the available server resources.
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Create WWN Block

From: | 20-00:00:25:85:52:00:00 | Size

To ansure unigueness of WWNS n the SAN fabric, you are strongly encouraged to uss
the follerwing WAWN prreshc

20:00:00:25: b5y

12. Click OK.

13. Click Finish and OK to complete creating the WWNN pool.

Create WWPN Pools

To configure the necessary WWPN pools for the Cisco UCS environment, complete the following steps:

1.

In Cisco UCS Manager, click SAN on the left.

Select Pools > root.

In this procedure, two WWPN pools are created, one for each switching fabric.
Right-click WWPN Pools under the root organization.

Select Create WWPN Pool to create the WWPN pool.

Enter WWPN-POOL-A as the name of the WWPN pool.

Optional: Enter a description for the WWPN pool.

Select Sequential for Assignment Order
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Create WWPN Pool ? X
Define Mame and Description Narme o WWPN-POOL-A
Daascription
Add WWHN Blocks
Assignrmeant Ordear Default [+ Saguential
Mext = Cancel

9. Click Next.
10. Click Add.

11. Specify a starting WWPN

‘ﬁ For the FlexPod solution, the recommendation is to place 0A in the next-to-last octet of the starting WWPN to
identify all of the WWPNs as fabric A addresses. Merging this with the pattern we used for the WWNN we see a
WWPN block starting with 20: 00:00:25:B5:52: 0A: 00

12. Specify a size for the WWPN pool that is sufficient to support the available blade or server resources.
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Create WWN Block

From: | 20:00:00:25-55:52-04:00 | Size: [ 18 =

To ansure unigueness of WWHNS i the SAN fabric, you are strongly encouraged to use
the Folloairg WAYN pref:

20:00:00:25: b5 xx e

13. Click OK.

14. Click Finish.

15. Inthe confirmation message, click OK.

16. Right-click WWPN Pools under the root organization.
17. Select Create WWPN Pool to create the WWPN pool.
18. Enter WWPN-POOL-B as the name of the WWPN pool.
19. Optional: Enter a description for the WWPN pool.

20. Select Sequential for Assignment Order.

21. Click Next.

22. Click Add.

23. Specify a starting WWPN.

'& For the FlexPod solution, the recommendation is to place OB in the next-to-last octet of the starting WWPN to
identify all of the WWPNs as fabric A addresses. Merging this with the pattern we used for the WWNN we see a
WWPN block starting with 20: 00:00:25:B5:52:0B: 00.

24. Specify a size for the WWPN address pool that is sufficient to support the available blade or server resources.

25. Click OK.
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26. Click Finish.
27. Inthe confirmation message, click OK

Create Storage VSAN

To configure the necessary virtual storage area networks (VSANSs) for the Cisco UCS environment, complete the follow-
ing steps:

1. In Cisco UCS Manager, click the SAN on the left.

‘ﬂ In this procedure, two VSANSs are created.

2. Select SAN > Storage Cloud.

3. Right-click VSANSs.

4. Select Create Storage VSAN.

5. Enter VSAN-A as the name of the VSAN to be used for Fabric A
6. SetFCZoningto Enabled.

7. Select Fabric A.

8. Enteraunique VSAN ID and a corresponding FCoE VLAN ID for Fabric A. It is recommended to use the same ID for
both parameters and to use something other than 1.

Create Storage VSAN 7 X

Mame: VSAN-A

FC Zoning Settings

FC Zoning : Disabled () Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

Common/Global (e Fabric A Fabric B Both Fabrics Configured Differently

You are creating a local VSAN in fabric A that maps to AVLAN can be used to carry FCoE traffic and can be mapped to this
aVSAN ID that exists only in fabric A WEAN.

Enter the WSAN ID that maps to this VSAN. Enter the WLAN ID that maps to this VSAN.

VSANID: 101 FCoE WLAMN : | 101

9. Click OK and then click OK again.
10. Under Storage Cloud, right-click VSANS.
11. Select Create Storage VSAN.

12. Enter VSAN-B as the name of the VSAN to be used for Fabric B.
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13. Leave FC Zoning set at Disabled.
14. Select Fabric B.

15. Enteraunique VSAN ID and a corresponding FCoE VLAN ID for Fabric B. It is recommended use the same ID for
both parameters and to use something other than 1.

Create Storage VSAN 7 X

Mame: WVSAN-B

FC Zoning Settings

FC Zaning : Disabled (o) Enabled

Do NOT enable local zoning if fabric interconnect is connected to an upstream FC/FCoE switch.

Common/Global Fabric A (e Fabric B Both Fabrics Configured Differently

You are creating a local VSAN in fabric B that maps to AVLAMN can be used to carry FCoE traffic and can be mapped to this
a VSAN 1D that exists only in fabric B. WEAMN.

Enter the WSAN ID that maps to this VSAN. Enter the VLAN ID that maps to this WSAN.

VSAMID: 102 FCoE WLAM - | 102

16. Click OK, and then click OK again

Configure FCoE Storage Port

To configure the necessary FCoE Storage port for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Equipment on the left.
2. Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module > Ethernet Ports

3. Select the ports (15 and 16 for this document) that are connected to the NetApp array, right-click them, and select
“Configure as FCoE Storage Port”
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All . Equipment / Fabric Inter cts | Fabric Inter A (primary) / Fixed Module / Ethernet Ports

Ethernet Ports
«» Equipment

T, Advanced Filter 4 Export % Print YAl [¥|Unconfigured [¥|Network [¥|Server [¥|FCoE Uplink [V Unified Uplink [ Appliance|

v Chassis
» Chassis1 Slot Aggr. Port ID Port ID MAC If Role
v Rack-Maunts 1 0 7 8C.60:4F:BD:62:32 Unconfigured
FEX
1 4] : 8C:60:4F:BD:62:33 Uncenfigured
v Servers
v Fabric Interconnects 1 4] 9 BC:60:4F:BD:62:34 Unconfigured
» Fabric Interconnect A {primary) 1 0 10 B8C:60:4F:BD:62:35 Unconfigured
» Fans 1 0 11 8C:60:4F:BD:62:36 Unconfigured
v Fixed Module i 0 12 8C:60:4F BD:62:37 Unconfigured
1 0 13 BC:60:4F:BD:62:38 Server
» FC Ports
» PSUs 1 4] 14 BC:60:4F:BD:62:39 Unconfigured
» Fabric Interconnect B (subordinate) 1 0 15 8C:60:4F:BD:62:3A Unconfigured
» Fans 1 0 16 8C:60:4F:BD:62:38 Unconfigured
» Fixed Module —_— ’
1 A7 8C:60:4F:BD:62:3C Server
» Ethemet Ports
FC Ports 1 18 8C:60:4F:BD:62:40 Server
g Configure as Server Port
PSUs EO-AF-BO-E2 n
> 1 Configure as Uplink Port 19 BC60:4F:BD:62:44 Server
v Policies
1 Configure as FCoE Uplink Port 20 8C:60:4F:BD:62:48 Server
Port Auto-Discovery Policy
1 Configure as FCoE Storage Port 21 8C:60:4F:BD:62:4C Uneonfigured
1 Configure as Appliance Port 22 8C:60:4F:BD:62:50 Uneonfigured

4. Click Yes to confirm and then click OK.
5. Verify that the ports connected to the NetApp array are now configured as FCoE Storage.
6. Select Equipment > Fabric Interconnects > Fabric Interconnect B (sunordinate) > Fixed Module > Ethernet Ports

7. Select the ports (15 and 16 for this document) that are connected to the NetApp array, right-click them, and select
“Configure as FCoE Storage Port”

8. Click Yes to confirm and then click OK.
9. Verify that the ports connected to the NetApp array are now configured as FCoE Storage.

Assign VSANs to FCoE Storage Ports

To assign storage VSANs to FCoE Storage Ports, complete the following steps:

1. In Cisco UCS Manager, Click SAN on the left.

2. Select SAN > Storage Cloud.

3. Expand Fabric A and Storage FCoE Interfaces.

4. Selectthe first FCoE Interface (1/15)

5. For User Label, enter the storage controller name and port. Click Save Changes and OK.

6. Use the pulldown to select VSAN VSAN-A (101). Click Save Changes and OK.
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All

- SAN

= SAN Cloud
v Fabric A
v Fabric 8
» SAN Pin Groups
» Threshold Policies
F VSANS

= Storage Cloud
= Fabric A

Storage FC Interfaces

« Storage FCoE Interfaces

FCoE Interface 1/16

* VSANs

WSAN VSAN-A (101)

FCoE Interface 1/15

SAN | Storage Cloud [ Fabric A

General Faults Events

| Storage FCoE Interfaces /| FCoE Interface 1/15

Statistics

Actions Properties
D © 15 SlotID H
Disable Interface . . : ; :
Fabric ID A Aggregated Port ID: 0
User Label
Port Type . Physical MNetwaork Type : San
Transport Type : Ether Role : Fcoe Storage
Locale : External Port : sys/switch-Afslot-1/switch-ether/
VSAN - |z Ajvsan VSAN-A (101) »

7. Select the first FCoE Interface (1/16)

8. For User Label, enter the storage controller name and port. Click Save Changes and OK.

Fabric Afvsan VSAN-A (101)

Fabric Dual/vsan default (1)

9. Use the pulldown to select VSAN VSAN-A (101). Click Save Changes and OK.

10. Expand Fabric B and Storage FCoE Interfaces.

11. Select the first FCoE Interface (2/15)

12. For User Label, enter the storage controller name and port. Click Save Changes and OK.

13. Use the pulldown to select VSAN VSAN-B (102). Click Save Changes and OK.

14. Select the first FCoE Interface (1/16)

15. For User Label, enter the storage controller name and port. Click Save Changes and OK.

16. Use the pulldown to select VSAN VSAN-B (102). Click Save Changes and OK.

Create vHBA Templates

To create the necessary virtual host bus adapter (vHBA) templates for the Cisco UCS environment, complete the following

steps:

1. In Cisco UCS Manager, click SAN on the left.

2. Select Policies > root.

3. Right-click vHBA Templates.

4. Select Create vHBA Template.

5. Enter vHBA-Template-A asthe vHBA template name.

6. Keep Fabric A selected.
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10.

11.

12.

Leave Redundancy Type set to No Redundancy.
Select VSAN-A.

Leave Initial Template as the Template Type.
Select WWPN-POOL-A as the WWPN Pool.
Click OK to create the vHBA template.

Click OK

Create vHBA Template ?
Izarmie vHBA-Template-4A
Drascrigption
Fakbaric 1D Dom A B

Redundancy

Redundancy Type: U Mo Redundancy Primary Tarmplate Secondary Termplate
Sedect WEAN D WEAN-A ¥
Tamplate Typse nitial Template (+) Updating Tamplate
Max Data Field Siee @ | 2048
WP Poal WAWPN-POOL-A[1E/16) »
OnsS Polcy : <Not Set> ¥
Fin Graup <ot Sat ¥
Stats Threshokd Policy : default *

<

13.

14.

15.

16.

17.

18.

19.

Right-click vHBA Templates.

Select Create vHBA Template.

Enter vHBA-Template-B asthe vHBA template name.

Leave Redundancy Type set to No Redundancy.
Select Fabric B as the Fabric ID.
Select VSAN-B.

Leave Initial Template as the Template Type.
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20.

21.

22.

Select WWPN-POOI-B as the WWPN Pool.
Click OK to create the vHBA template.

Click OK.

Create SAN Connectivity Policy

To configure the necessary Infrastructure SAN Connectivity Policy, complete the following steps:

1.

10.

11.

In Cisco UCS Manager, click SAN on the left.

Select SAN > Policies > root.

Right-click SAN Connectivity Policies.

Select Create SAN Connectivity Policy.

Enter FC-BOOT as the name of the policy.

Select the previously created WWNN-POOI for the WWNN Assignment.
Click the Add button at the bottom to add a vHBA.

In the Create vHBA dialog box, enter FABRIC-A as the name of the vHBA.
Select the Use vHBA Template checkbox.

In the vHBA Template list, select vHBA-Template-A.

In the Adapter Policy list, select WindowsBoot.
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Create vHBA )

12. Click OK.

13. Click the Add button at the bottom to add a second vHBA.

14. Inthe Create vHBA dialog box, enter FABRIC-B as the name of the vHBA.
15. Select the Use vHBA Template checkbox.

16. Inthe vHBA Template list, select vHBA-Template-B.

17. Inthe Adapter Policy list, select WindowsBoot.

18. Click OK.
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Create SAN Connectivity Policy ? X

Maarmies ;| FC-BOOT

Draascrigtion :

s identified on a SAN by its Wiorld Wide Mode MName (WWRN)L. Specify bow the systern should assign a WWHNN 1o the sarver associated

b

with th
World Wide Mode Name

profila.

WM Assignrmeant: VWAINM-POOLT6E/S16) -
ool

AN willl b cted pool.

ad after the pool name.

WWIMNS are dis

vailabda /ot

» vHBA FABRIC-B

» vHBA FABRIC-A

19. Click OK to create the SAN Connectivity Policy.

20. Click OK to confirm creation.

Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.

2. Select Pools > root.

‘ﬁ In this procedure, two MAC address pools are created, one for each switching fabric.

3. Right-click MAC Pools under the root organization.

4. Select Create MAC Pool to create the MAC address pool.
5. Enter MAC-POO1-A as the name of the MAC pool.

6. Optional: Enter a description for the MAC pool.

7. Select Sequential as the option for Assignment Order.
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8. Click Next.
9. Click Add.

10. Specify a starting MAC address.

ﬂ For the FlexPod solution, the recommendation is to place 0A in the next-to-last octet of the starting MAC ad-
dress to identify all of the MAC addresses as fabric A addresses. In our example, we have carried forward the of al-
so embedding the UCS domain number information givingus 00:25:B5:52:0A: 00 as our first MAC address.

11. Specify a size for the MAC address pool that is sufficient to support the available blade or server resources.

Create a Block of MAC Addresses ? X

i

First MAC Address ;| 00:25:B5:52:0A00 Size o | 48 .
T ervsurs uniguanass af MACS 1 the LAN fabric, you ara strongly encowaged to wusa the follkawing MAC

prefix:
00 25:B5imiax

12. Click OK.

13. Click Finish.

14. Inthe confirmation message, click OK.

15. Right-click MAC Pools under the root organization.

16. Select Create MAC Pool to create the MAC address pool.
17. Enter MAC-POOL-B as the name of the MAC pool.

18. Optional: Enter a description for the MAC pool.

19. Select Sequential as the option for Assignment Order.
20. Click Next.

21. Click Add.

22. Specify a starting MAC address.
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ﬂ For the FlexPod solution, it is recommended to place 0B in the next to last octet of the starting MAC address

to identify all the MAC addresses in this pool as fabric B addresses. Once again, we have carried forward in our ex-
ample of also embedding the UCS domain number information givingus 00:25:B5:52:0B: 00 as our first
MAC address.

23.

24.

25.

26.

Specify a size for the MAC address pool that is sufficient to support the available blade or server resources.
Click OK.
Click Finish.

In the confirmation message, click OK.

Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment, complete the
following steps:

1.

10.

11.

12.

13.

14.

15.

In Cisco UCS Manager, click Servers on the left.

Select Pools > root.

Right-click UUID Suffix Pools.

Select Create UUID Suffix Pool.

Enter UUID-POO1 asthe name of the UUID suffix pool.
Optional: Enter a description for the UUID suffix pool.
Keep the prefix at the derived option.

Select Sequential for the Assignment Order.

Click Next.

Click Add to add a block of UUIDs.

Keep the From field at the default setting.

Specify a size for the UUID block that is sufficient to support the available blade or server resources.
Click OK.

Click Finish.

Click OK.

Create Server Pool

To configure the necessary server pool for the Cisco UCS environment, complete the following steps:
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‘ﬂ Consider creating unique server pools to achieve the granularity that is required in your environment.

1. In Cisco UCS Manager, click Servers on the left.

2. Select Pools > root.

3. Right-click Server Pools.

4. Select Create Server Pool.

5. EnterMS-Server-Pool asthe name of the server pool.
6. Optional: Enter a description for the server pool.

7. Click Next.

8. Select two (or more) servers to be used for the Hyper-V management cluster and click >> to add them to the MS-
Server-Pool server pool.

9. Click Finish.

10. Click OK.

Create VLANSs

To configure the necessary virtual local area networks (VLANSs) for the Cisco UCS environment, complete the following
steps:

1. In Cisco UCS Manager, click LAN on the left.

# In this procedure, five unique VLANSs are created. See Table 1.

2. Select LAN > LAN Cloud.

3. Right-click VLANSs.

4. Select Create VLANS.

5. EnterNative-VLAN as the name of the VLAN to be used as the native VLAN.
6. Keepthe Common/Global option selected for the scope of the VLAN.

7. Enter the native VLANID.

8. Keep the Sharing Type as None.

9. Click OK, and then click OK again.
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Create VLANs ? X
VLAN Name/Prefix - @ | Native-VLAN
Multicast Policy Name : | znot set> Create Multicast Policy

» Common/Global Fabric A Fabric B Both Fabrics Configured Differently

You are creating global VLANs that map to the same VLAN IDs in all available fabrics.
Enter the range of WVLAN (Ds.{e.g. " 2009-2019", " 29,35 40-45" , " 23", " 23 34-45")

VLANIDs: | 2

Sharing Type : (e Mone Primary |solated Community

Check Overlap o Cancel

10. Expand the list of VLANs in the navigation pane, right-click the newly created Nat ive-VLAN and select Set as
Native VLAN.

11. Click Yes, and then click OK.

12. Right-click VLANSs.

13. Select Create VLANs

14. Enter MS-IB-MGMT as the name of the VLAN to be used for management traffic.
15. Keep the Common/Global option selected for the scope of the VLAN.

16. Enter the In-Band management VLAN ID.

17. Keep the Sharing Type as None.

18. Click OK, and then click OK again.

19. Right-click VLANSs.

20. Select Create VLANSs.
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21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33
34-
35.
36.
37-
38.
39-
40.
41.
42.
43.
b4
45.
46.

47.

Enter MS-SMB-1 as the name of the VLAN to be used for SMB File share.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the SMB File Share VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Right-click VLANS.

Select Create VLANS.

Enter MS—-SMB-2 as the name of the VLAN to be used for 2" SMB File share.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the Infrastructure SMB File Share VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again

Right-click VLANS.

Select Create VLANS.

Enter MS-LVMN as the name of the VLAN to be used for Live Migration.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the Live Migration VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Select Create VLANS.

Enter MS-Cluster as the name of the VLAN to be used for Cluster communication network.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the Cluster network VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Select Create VLANS.

Enter MS-Tenant-VM as the name of the VLAN to be used for VM Traffic.
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48.
49.
50.

51.

LAN Cloud

Keep the Common/Global option selected for the scope of the VLAN.
Enter the VM-Traffic VLAN ID.
Keep the Sharing Type as None.

Click OK, and then click OK again.

Modify Default Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given server
configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters, host bus adapter
(HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment, complete the
following steps:

1.

In Cisco UCS Manager, click Servers on the left.
Select Policies > root.

Expand Host Firmware Packages.

Select default.

In the Actions pane, select Modify Package Versions.

Select the version 3.1(2f) for both the Blade and Rack Packages.



Appendix - FCoE Solution

Modify Package Versions X
Blade Package : |& (2f)B v
Rack Package - | 3.1(2f)C v

Excluded Components:

Adapter

Host NIC Option ROM
CiMC

Board Controller

Flex Flash Controller
BIOS

PsLU

SAS Expander

Storage Controller Onboard Dewvice

Storage Device Bridge
GPLUs
FC Adapters
~| Local Digk
HEA Crinn DO

oK Cancel Help

7. Click OK then OK again to modify the host firmware package.

Set Jumbo Frames in Cisco UCS Fabric

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.

N

Select LAN > LAN Cloud > QoS System Class.

3. Intheright pane, click the General tab.

4. Onthe Best Effort row, enter 9216 in the box under the MTU column.
5. Click Save Changes in the bottom of the window.

6. Click OK
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AN | LAN Cloud / QoS System Class

Priority Enabled CoS Packet Weight Weight MTU Multicast
Drop (%) Optimized

Platinum 5 10 v N/A normal v

Gold 4 L s v NIA normal v

Silver 2 Ld g v N/A normal v

Bronze 1 i 7 v NfA normal v

Best Any v 50 9216 v

Effort

Fibre 3 5 v 50 NfA

Channel

Create Local Disk Configuration Policy (Optional)

A local disk configuration for the Cisco UCS environment is necessary if the servers in the environment do not have a local
disk.

# This policy should not be used on servers that contain local disks.

To create a local disk configuration policy, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Policies > root.

3. Right-click Local Disk Config Policies.

4. Select Create Local Disk Configuration Policy.

5. Enter SAN-Boot as the local disk configuration policy name.
6. Change the mode to No Local Storage.

7. Click OK to create the local disk configuration policy.
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Create Local Disk Configuration Policy ? X
Mzrme ;| SAM-Boot
[rasscripion
Flencie o | Mo Local Stowacge -
FlexFlash
FlexFlash State T |le) Disable Enaida
f FlexFlash State is disabled. 50 cards will bsacome unavalabde irremediateshy.
Flegsa armurs S0 cards are not n use bedara desabling the FlexFlash Stats.
FlexFlash RAID Repoarting State ) Disable Enatla
«<» -
8. Click OK.

Create Network Control Policy for Cisco Discovery Protocol (CDP) and Link Layer Discovery Protocol
(LLDP)

To create a network control policy that enables CDP and LLDP on virtual network ports, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.

Select Policies > root.

N

3. Right-click Network Control Policies.

4. Select Create Network Control Policy.

5. Enter Enable-CDP-LLDP as the policy name.

6. For CDP, select the Enabled option.

7. For LLDP, scroll down and select Enabled for both Transmit and Receive.

8. Click OK to create the network control policy.
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Create Network Control Policy ?

CDP : | Disabled (o Enabiled |

MAL Registar Made |* Only Mative Wlan All Hast Viares

Action an Uplink Fzil ;. f+ Link Cown Warnirng |

MAC Sacurity

Forge: |+ Allcawe Cesry

LLDP
Transrmit : | Disabled (« Enabled |
Recsive : | Disabled (#) Enabled |
D -
9. Click OK.

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Servers tab on the left.

2. Select Policies > root.

3. Right-click Power Control Policies.

4. Select Create Power Control Policy.

5. Enter No-Power-Cap as the power control policy name.
6. Change the power capping setting to No Cap.

7. Click OK to create the power control policy.

8. Click OK.
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Create Power Control Policy ? X
MName - | Mo-Power-Cap

Description

Fan Speed Policy | Any v

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. I
you choose no-cap, the server is exempt from all power capping.

e Mo Cap cap

Cisco UCS Manager only enforces power capping when the servers in a power group reguire
more power than 1s currently available. With sufficient power, all servers run at full capacity
regardless of their prionty.

Create Server Pool Qualification Policy (Optional)

To create an optional server pool qualification policy for the Cisco UCS environment, complete the following steps:

L This example creates a policy for Cisco UCS B-Series and Cisco UCS C-Series servers with the Intel E2660 v4 Xeon
Broadwell processors.

1. In Cisco UCS Manager, click Servers on the left.
2. Select Policies > root.

3. Right-click Server Pool Policy Qualifications.

4. Select Create Server Pool Policy Qualification.
5. Name the policy UCS-Broadwell.

6. Select Create CPU/Cores Qualifications.

7. Select Xeon for the Processor/Architecture.

8. EnterUCS-CPU-E52660E asthe PID.

9. Click OK to create the CPU/Core qualification.

10. Click OK to create the policy then OK for the confirmation.
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Create CPU/Cores Qualifications

Processor Architecture : | Xeon v
Min Mumber of Cores ¢ |(e) Unspecified select
Min Mumber of Threads : |(o) Unspecified select
CPU Speed (MHz) o [(®) Unspecified select

PID (RegEx) : |UCS-CPU-ES26G0E|

Max Mumber of Cores |8 Unspecified

Max Number of Threads - |(8) Unspecified

CPU Stepping (@) Unspecified

selact

Y

Cancel

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Policies > root.

3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. EnterMS-Host as the BIOS policy name.

6. Change the Quiet Boot setting to disabled.

7. Change Consistent Device Naming to enabled.
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Processor

Intel Directed 10

RAS Memory

Serial Port

use

arl

LOM and PCle Slots

Trusted Platform

Graphics Configuration

Boot Options

Server Management

Create BIOS Policy

Name ;| VM-Host
Description

Reboat on BIOS Settings Change :

Quiet Boot i disabled (_enabled (#) Platform Default

Post Error Pause ¢ | disabled () enabled (w) Platform Default

Front Panel Lockout () disabled () enabled (®) Platform Default

Resume Ac On Power Loss : |'\': stay-off () last-state ) reset (o) Platform Default |

Eunsustent Device Naming ) disabled () enabled () Platform Default ]

Next >

?

Cancel

10.

11.

12.

13.

Click on the Processor tab on the left.

Set the following within the Processor tab

Processor C State -> disabled

Processor CaE -> disabled

Processor C3 Report -> disabled

Processor C7 Report -> disabled
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Create BIOS Policy ?
Main Turbo Boost : |-__" disabled () enabled (o) Platform Default |
Enhanced Intel Speedstep : | O disabled () enabled (o) Platform Default |
Hyper Threading : | _disabled () enabled (o) Platform Default |
Intel Directed 10 Core Multi Processing : | Platform Default v
Execute Disabled Bit : | _) disabled (_) enabled (@) Platform Default |
RAS Memory Virtualization Technology (VT) | disabled (_ enabled (e Platform Default |
) Hardware Pre-fetcher | disabled () enabled (¢)Platform Default |
Serial Port
Adjacent Cache Line Pre-fetcher  : | disabled () enabled (¢) Platform Default |
use DCU Streamer Pre-fetch | Odisabled () enabled () Platform Default |
DCU IP Pre-fetcher | ) disabled () enabled (o) Platform Default |
pel Direct Cache Access : | disabled (Jenabled () auto (8) Platform Default |
apl Processor C State ¢ |(®) disabled () enabled () Platform Default
Processor C1E () disabled () enabled () Platform Default
LOM and PCle Slots Processar C3 Report
Processor C6 Report ;| disabled () enabled (®) Platform Default
Trusted Platform
Processor C7 Report : |disabled v I
Graphics Configuration Processor CMCI : | Jenabled () disabled (o) Platform Default |
CPU Performance : |Platform Default v |
Boot Options Max Variable MTRR Setting : | " auto-max ) & (e Platform Default |
Server Management Local X2 APIC : [ xapic () x2apic () auto () Platform Default |
< Prev Next > Cancel
14. Scroll down to the remaining Processor options, and select:
15. Energy Performance -> performance
16. Frequency Floor Override -> enabled
17. DRAM Clock Throttling -> performance
Serial Port Energy Performance performance
Frequency Floor Override () disabled (® enabled () Platform Default
use P-STATE Coordination i hw-all () sw-all ) sw-any () Platform Default
PCI ERAM Clock Throttling performance A
Channel Interleaving Platform Default v
an Rank Interleaving : |Plat(urm Default A
LOM and PCle Slots Demand Scrub : | i disabled () enabled (e) Platform Default |
Patrol Scrub : | disabled () enabled (¢ Platform Default |
Trusted Platform Altitude : | Platforrm Default v
Package C State Lirmit : |Dlatfnrrn Default v |
Graphics Configuration
CPU Hardware Power Management : | idisabled () hwpm-native-mode () hwpm-oob-mode () Platform Default
Boot Options Energy Performance Tuning : | _os () bios (&) Platform Default |
Workload Configuration : | _) balanced () io-sensitive (8) Platform Default
Server Management
< Prev Mext > Cancel
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18. Click on the RAS Memory option, and select:

19. LV DDR Mode -> performance-mode

Create BIOS Policy

Main Memaory RAS Config ;| Platform Default v

NUM& : disabled () enabled (e Platform Default
Processor

E\ur DDR Mode o | power-saving-mode (e performance-mode (' auto () Platform DefaultJ

Intel Directed 10 DRAM Refresh Rate ;| Platform Default v

DDR3 Voltage Selection : [ ddr3-1500mv () ddr3-1350mv (®) Platform Default
RAS Memory
Serial Port
usBe
PCI
arl

LOM and PCle Slots

Trusted Platform

Graphics Configuration

Boot Options

Server Management

< Prev

Next >

+

Cancel

20. Click Finish to create the BIOS policy.

21. Click OK.

Update the Default Maintenance Policy

To update the default Maintenance Policy, complete the following steps:

1.

In Cisco UCS Manager, click Servers on the left.
Select Policies > root.

Select Maintenance Policies > default.

Change the Reboot Policy to User Ack.

Select "On Next Boot” to delegate maintenance windows to server administrators.
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Servers / Policies / root [/ Maintenance Poli... / default

General Ewvents
Actions Properties
Mame - default
Show Policy Usage Description
Owner : Local
Soft Shutdown Timer : | 150 Secs v
Reboot Policy : Immediate (8 User Ack Timer Automatic

Mext Boot | \
| On MNext Boot (Apply pending changes at next reboot.)

6. Click Save Changes.
7. Click OK to accept the change.

Create vNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, complete the following
steps. A total of 2 vNIC Templates will be created.

Create Infrastructure vNICs

1. In Cisco UCS Manager, click LAN on the left.

2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create vNIC Template.

5. Enter Host-A asthe vNIC template name.

6. Keep Fabric A selected.

7. Do not select the Enable Failover checkbox.

8. Select Primary Template for Redundancy Type.

9. Leave the Peer Redundancy Template set to <not set>.
10. Under Target, make sure that only the Adapter checkbox is selected.
11. Select Updating Template as the Template Type.

12. Under VLANS, select the checkboxes for MS-IB-MGMT, MS-Cluster, MS-CSV, MS-SMB1, MS-SMB2, and MS-
Tenant-VM VLANs.
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13. Set Native-VLAN as the native VLAN.

14. Select vNIC Name for the CDN Source.

15. For MTU, enter gooo.

16. Inthe MAC Pool list, select MAC-POOL-A.

17. Inthe Network Control Policy list, select Enable-CDP-LLDP.
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Create VNIC Template ?
Name :  Host-A
Description
Fabric ID : (e FabricA (0) FabricB | | Enable Failover
Redundancy
Redundancy Type : |@ No Redundancy () Primary Template () Secondary Template
Target
z‘ Adapter
Y
Warning
If VM is selected, a port profile by the same name will be created.
If a port profile of the same name exists, and updating template is selected, it will be overwritten
Template Type (") Initial Template (s) Updating Template
VLANs
Y, Advanced Filter 4 Export & Print Fel
Select Name Native VLAN
MS-Cluster (
v MS-CSV (
v MS-IB-MGMT
MS-iSCSI-A O
MS-iSCSI-B )
MS-LVMN D)
MS-SMB-1 )
v MS-SMB-2 O
v MS-Tenant-VM C
CDN Source : |(@) vNIC Name () User Defined |
MTU 9000
MAC Pool MAC-POOL-A(42/48)
QoS Policy <not set> ¥
Network Control Policy : | Enable-CDP-LLDP ¥
Pin Group I | <not set> v |
Stats Threshold Policy : | default ¥
Connection Policies
() Dynamic vNIC () usNIC (") VMQ
Dynamic vNIC Connection Policy : | <not set> *
Cancel

18. Click OK to create the vNIC template.
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19. Click OK.

Create the secondary redundancy template Infra-B:

1. Select LAN on the left.

2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create vNIC Template

5. Enter Host-B asthe vNIC template name.

6. Select FabricB.

7. Do not elect the Enable Failover checkbox.

8. SetRedundancy Type to Secondary Template.

9. Select Infra-A for the Peer Redundancy Template.

10. Inthe MAC Pool list, select MAC-POOL-B. The MAC Pool is all that needs to be selected for the Secondary Tem-
plate.

11. Click OK to create the vNIC template.
12. Click OK.

Create LAN Connectivity Policy for FC Boot

To configure the necessary Infrastructure LAN Connectivity Policy, complete the following steps:

1. In Cisco UCS Manager, click LAN on the left.

2. Select LAN > Policies > root.

3. Right-click LAN Connectivity Policies.

4. Select Create LAN Connectivity Policy.

5. Enter FC-Boot as the name of the policy.

6. Click the upper Add button to add a vNIC.

7. Inthe Create vNIC dialog box, enter 00-Host—-A as the name of the vNIC.
8. Select the Use vNIC Template checkbox.

9. Inthe vNIC Template list, select Host-A.

10. Inthe Adapter Policy list, select Windows.

11. Click OK to add this vNIC to the policy.
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Create vNIC ?
Mame: | 00-Host-A
Use vNIC Template: ¥
Redundancy Pair Peer Name
WMNIC Termplate: | Hest-a v Create wNIC Termplate
Adapter Performance Profile
Adapter Pl Windaws v Ether
12. Click the upper Add button to add another vNIC to the policy.
13. Inthe Create vNIC box, enter 01 -Host-B as the name of the vNIC.
14. Select the Use vNIC Template checkbox.
15. Inthe vNIC Template list, select Host-B.
16. Inthe Adapter Policy list, select Windows.
17. Click OK to add the vNIC to the policy.
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Mz . FC-Boot
Daascriptic
Owveries . Local
Click Add to specity one ar more vMICS that the sarver should use to connect o the LAN

+! Add

+) Add iISCSI vNICs
18. Click OK, then OK again to create the LAN Connectivity Policy.

Create Boot Policy (FCoE Boot)

This procedure applies to a Cisco UCS environment in which two FCoE logical interfaces (LIFs) are on cluster node 1
(fcp_lifo3a_6332 and fcp_lifo3b_6332) and two FCoE LIFs are on cluster node 2 (fcp_lifoga_6332 and fcp_lifogb_6332).

To create a boot policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.

2. Select Policies > root.

3. Right-click Boot Policies.

4. Select Create Boot Policy.

5. Enter FCoE-Boot asthe name of the boot policy.

6. Optional: Enter a description for the boot policy.

‘# Do not select the Reboot on Boot Order Change checkbox.

7. Keep the Reboot on Boot Order Change option cleared.
8. Expand the Local Devices drop-down menu and select Local CD/DVD.

9. Expand the vHBAs drop-down menu and select Add SAN Boot.
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Create Boot Policy

?
MName : FCoE-Boot
Description
Reboot on Boot Order Change - O
Enforce vNIC/VHBAAISCSI Name : ]
Boot Mode : |(e) Legacy () Uefi
WARNINGS:
The type (primary/secondary) does not indicate a boot order presence.
The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.
If Enforce vNIC/vHBASiSCSI Name is selected and the vhNIC/vHBA/ISCSI does not exist, a config error will be reported.
If it is not selected. the vNICs/vHBAS are selected if they exist, otherwise the vNIC/vHBA with the lowest PCle bus scan arder is used.
# Local Devices Boot Order
+ = Y,Advanced Filter 4 Export % Print ol
@ vNICs
= MName Ordera  wNIC/v... Type WM LUNMM... SlotN.. BootN.. BootP.. Descri.
I:Ej vHBAs Local CD/DVD 1
Add SAN Boot

10. Select the Primary for type field.

11. Enter FABRIC-A in vHBA field.

Add SAN Boot ? X

vHEA, : Fabric—.&|

Type : | s Primary ) Secondary () Any

12. Click OK.

13. From the vHBA drop-down menu, select Add SAN Boot Target.

14. Keep o as the value for Boot Target LUN.




Appendix - FCoE Solution

15. Enter the WWPN for fcp_lifo3a_6332

ﬂ To obtain this information, log in to the storage cluster and run the network interface show command

16. Select Primary for the SAN boot target type.

Add SAN Boot Target ? X

Boot Target LUM  : O

Boot Target WWPN | 20:1c:00:a0:98:a9: fa:d2|

Type o [(e Primary Secondary

17. Click OK to add the SAN boot target.

18. From the vHBA drop-down menu, select Add SAN Boot Target.
19. Enter o as the value for Boot Target LUN.

20. Enterthe WWPN for fcp_lifoza_6332.
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Add SAN Boot Target ? X
Boot Target LUM  : O
Boot Target WWPN | 20:12:00:a0:98:a9:fe:d2]
Type Prirmary Secondary
21. Click OK to add the SAN boot target.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.

34.

From the vHBA drop-down menu, select Add SAN Boot.

In the Add SAN Boot dialog box, enter FABRIC-B in the vHBA box.
The SAN boot type should automatically be set to Secondary.
Click OK to add the SAN boot.

From the vHBA drop-down menu, select Add SAN Boot Target.
Keep o as the value for Boot Target LUN.

Enter the WWPN for fcp_lifo3b_6332.

Select Primary for the SAN boot target type.

Click OK to add the SAN boot target.

From the vHBA drop-down menu, select Add SAN Boot Target.
Keep o as the value for Boot Target LUN.

Enter the WWPN for fcp_lifosb_6332.

Click OK to add the SAN boot target.
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[l Delete

35. Click OK, then click OK again to create the boot policy.

Create Service Profile Templates

In this procedure, one service profile template for Infrastructure Hyper-V hosts is created for Fabric A boot.

To create the service profile template, complete the following steps:

1. In Cisco UCS Manager, click Servers on the left.
2. Select Service Profile Templates > root.
3. Right-click root.

4. Select Create Service Profile Template to open the Create Service Profile Template wizard.

Create Boot Policy ?2 X
MName FCok-Boot
Description
Reboaot on Boot Order Change - O
Enforce vNIC/VHBASCS| Name :
Boot Mode o |le Legacy Uefi
WARNINGS:
The type (primary/secondary) does not indicate a boot order presence.
The effective order of boot devices within the same devies class (LAN/Storage/iSCSI) is determined by PCle bus scan order.
If Enforce vNIC/vHBAfiSCSI Name is selected and the vNIC/vHBAISCSI does not exist, a config error will be reported.
If it is not selected, the wNICs/vHBAS are selected if they exist, otherwise the vNIC/YHBA with the lowest PCle bus scan arder is used.
(# Local Devices Boot Order
+ = Y,Advanced Filter 4 Export ¢ Print It
¥ VNICs
- Mame a  WNIC/vH... Type WIWN LUMN 3 B B.. D
B SAN Primary Fabric=-4A Primary
() vHBAs v ~
SAN Target Prim Primary 20:1C:00:A0:98:A9:FE:D2 0
SAN Target Seco Second.. 20:1E:00:A008:A9:FE:D2 0
» SAN Secondary Fabric-B Second...
SAN Target Prim Primary 20:1D:00:A0:98:AFE:D2 0
#) ISCSI vNICs v
B SAN Target Seco Second... 20:1F.00:A008:A0FEDZ2 0

5. Enter Hyper-V-Host-FC as the name of the service profile template. This service profile template is configured

to boot from storage node 1 on fabric A.
6. Selectthe "Updating Template” option.

7. Under UUID, select UUID_Pool as the UUID pool.
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8.

Identify Service Profile Template
Storage Provisioning
Networking

SAN Connectivity

Zoning

wNIC/vHBA Placement

wvMaedia Policy

Server Boot Order
Maintenance Policy

Server Assignment

Operational Policies

Click Next.

Create Service Profile Template ?

You must enter a name for the service profile template and specity the template type. You can also specify how a UUID will be assigned to this
termplate and enter a description.

Name : | Hyper-V-Host-FC

The template will be created in the following organization. Its namea must be unigue within this organization.
Where . org-rootforg-FP-BEARS-MS

The template will be created in the following organization. Its name must be unigue within this organization.

Type : | initial Template (s) Updating Template
Specify how the UUID will be assigned to the server associated with the senvice generated by this termplate.
uuiD

UUID Assignment: MS-UUID-POOL(36/36) v

The UUID will be assigned from the selected pool.
The availlableftotal UUIDs are displayed after the pool narme

Optionally enter a description for the profile. The description can contain information about when and where the service profile should be used.

Next > Cancel

Configure Storage Provisioning

1.

2.

If you have servers with no physical disks, click on the Local Disk Configuration Policy and select the SAN-Boot Lo-

cal Storage Policy. Otherwise, select the default Local Storage Policy.

Click Next.

Configure Networking Options

1.

Keep the setting at default for Dynamic vNIC Connection Policy.

Select the “"Use Connectivity Policy” option to configure the LAN connectivity.

Select FC-Boot from the LAN Connectivity Policy pull-down.

Leave Initiator Name Assignment at <not set>.
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Create Service Profile Template 7 X

Optionally specify LAN configuration information.
Identify Service Profile

Template

Dynamic vNIC Connection Policy: Select a Policy to use (no Dynamic vNIC Policy by default) v
Storage Provisioning

Create Dynamic vNIC Connection Policy

Networking
SAN Connectivit How would you like to configure LAN connectivity?
(") Simple ) Expert () No wNICs (s) Use Connectivity Policy
Zoning ) s .
LAN Connectivity Policy EC-Boot * Create LAN Connectivity Policy
VNIC/VHBA Placement Initiator Name
vMedia Policy Initiator Name Assignment: <not set= v
Create IQN Suffix Pool
Server Boot Order

WARNING: The selected pool does not contain any available entities.

. . You can select it, but it is recommended that you add entities to it.
Maintenance Policy

Server Assignment

Operational Policies

< Prev Next > m Cancel

5. Click Next.

Configure Storage Options

1. Select the Use Connectivity Policy option for the *How would you like to configure SAN connectivity?” field.

2. Select the FC-BOOT option from the SAN Connectivity Policy pull-down.
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Identify Service Profile
Template

Storage Provisioning

Networking

SAN Connectivity

Zoning

W¥NIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Sarver Assignment

‘Operational Policies

Create Service Profile Template

Optionally specify disk palicies and SAN configuration information.

How would you like to configure SAN conneact
Simpla Expert No vHBAs (#) Use Connectivity Policy

SAN Connectivity Policy FC-BOOT w

Create SAN Connectivity P

< Prav

Next >

Cancel

3.

Configure Zoning Options

1.

Click Next.

Set no Zoning options and click Next.

Configure vNIC/HBA Placement

1.

2.

In the “Select Placement” list, leave the placement policy as “Let System Perform Placement”.

Click Next.

Configure vMedia Policy

1.
2.

Configure Server Boot Order

1.

Do not select a vMedia Policy.

Click Next.

Select FCoE-Boot for Boot Policy.
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2.

Configure Maintenance Policy

1.

Identify Service Profile
Template

Storage Provisioning

Metworking

SAN Connectivity

Zoning

vNIC/vHBA Placement

vMedia Policy

Server Boot Order

Maintenance Policy

Server Assignment

Click Next.

Create Service Profile Template Y
Optionally specify the boot policy for this service profile template.
Select a boot policy.
Boot PGHCVZ Create Boot Policy
MNarme : FCoE-Boot
Description
Reboot on Boot Order Change  © Yes
Enforce vNIC/vHBASISCSI Name © Yes
Boot Mode . Legacy
WARNINGS:
The type (primary/secondary) does not indicate a boot order presence.
The effective order of boot devices within the same device class (LAN/Storage/iSCSI) is determined by PCle bus scan order.
If Enforce vNIC/vHBAJISCSI Name is selected and the vNIC/VHBANSCS! does not exist, a config error will be reported.
If it is not selected, the wNICs/vHBAS are selected if they exist, otherwise the vNIC/VHBA with the lowest PCle bus scan order is used.
Boot Order
+ =— Y,AdvancedFilter 4 Export & Print el
MName Order & wNIC/WVHBA. Type WWMN LUM Mame  Slot Mumb... Boot Name  Boot Path Description
Local C..
w San 2 H
p SAM. FABRIC-A Primary
p SAN. FABRIC-B Secondary

Change the Maintenance Policy to default.
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Create Service Profile Template ? X

Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server associated with this
Identify Service Profile service profile.

Template

Storage Provisioning (= Maintenance Policy

Select a maintenance policy to include with this service profile or create a new maintenance policy that will be accessible to all service profiles.

Networking Maintenance Policy,| default v Create Maintenance Policy
SAN Connectivity
Narme . default
Zoning Description :
Soft Shutdown Timer 150 Secs
vNIC/vHBA Placement Reboot Policy : User Ack
wvMedia Policy

Server Boot Order
Maintenance Policy
Server Assignment

Operational Policies

< Prev Mext > m Cancel

2. Click Next.

Configure Server Assignment

To configure server assignment, complete the following steps:

1. Inthe Pool Assignment list, select MS-Server-Pool.
2. Select Down as the power state to be applied when the profile is associated with the server.
3. Optional: select "UCS-Broadwell” for the Server Pool Qualification.

4. Expand Firmware Management at the bottom of the page and select the default policy
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X

Create Service Profile Template

Optionally specify a server pool for this service prohle template.
Identify Sarvice Profile
Template
You can select 3 server pool you want to associate with this service profle termglata.

isioni Poal Assignment|  pMS-Server -Pocal . & .
Storage Provisioning Poal Assignmeant: pMS-Seover-Poal » Create Server Pool

T rking Seduct the power state to be applied whean this prohle is associated
with the server.

SAN Connectivity

Zoning
The service profila termplate will be associated with ong of the servers in the salected poal.
IF deasired, you can spesify an additional server poal policy qualification that the selected server must mest. To do 5o, select the gualihcation from
VMNIC[vHBA Placement tha kst.
Server Pool Quakhcation :

whiedia Policy Restrict Migration

Sarver Boot Order (=) Firmware Management (BIOS, Disk Controller, Adapter)

I wou select a host frmwvare policy for this service profile, the profile will update the: firrmweare on the server that it is associated with.
Maintenance Policy Otherwise the systam wses the irmware already installed on the associated server.

Haost Firmware Package] MS-HostFimmwarae v

Create Host Firmmware

Server Assignment

Operational Policies

< Prev Next = m Cancel

5. Click Next.

Configure Operational Policies

To configure the operational policies, complete the following steps:

1. Inthe BIOS Policy list, select MS-Host.

2. Expand Power Control Policy Configuration and select No-Power-Cap in the Power Control Policy list.



Appendix - FCoE Solution

3.

4.

Create Service Profile Template ?

Optionally specify information that aflects how the system oparates.
Identify Service Profile
Template

(=) BIOS Configuration

Storage Provisioning
it will be associated with this service profile

want to override the default BIOS settings, select a BIOS policy

Networking BIOS Palicy: | MS-Host v

SAN Connectivity

(#) External IPMI Management Configuration
Zoning

+ Management |P Address
wNIC/vHBA Placement

() Monitoring Configuration (Thresholds)

vMedia Policy
=) Power Control Policy Configuration
Server Boot Order
Power control policy determines power allocation for a server in a given power group.
Power Contrad Palicy: | Na-Power-Cap v Create Power Contre
Maintenance Policy - i
Server Assignment # Scrub Policy
Operational Policies () KVM Management Policy

Click Finish to create the service profile template.

Click OK in the confirmation message.

Create Service Profiles

To create service profiles from the service profile template, complete the following steps:

1.

Connect to UCS Manager and click Servers on the left.

Select Service Profile Templates > root > Service Template Hyper-V-Host-FC.
Right-click Hyper-V-Host-FC and select Create Service Profiles from Template.
Enter Hyper-V-Host-0 as the service profile prefix.

Enter 1 as “Name Suffix Starting Number.”

Enter 2 as the "Number of Instances.”

Click OK to create the service profiles.
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Create Service Profiles From Template ? X

Maming Prahx | Hyper-V-Haost-0
Mame Suffix Starting Number :

Mumber of Instancas D2

8. Click OK in the confirmation message.

Add More Servers to FlexPod Unit

Additional server pools, service profile templates, and service profiles can be created in the respective organizations to add
more servers to the FlexPod unit. All other pools and policies are at the root level and can be shared among the
organizations.

Gather Necessary Information

After the Cisco UCS service profiles have been created, each infrastructure server in the environment will have a unique
configuration. To proceed with the FlexPod deployment, specific information must be gathered from each Cisco UCS server
and from the NetApp controllers. Insert the required information into Table 6 and Table 7 below.

Table1 WWPNs from NetApp storage

Infra-MS- fcp_lifo3a_6332 Fabric A <fcp_ lifo3a_6332-wwpn>
SVM
fcp_lifo3b_6332 Fabric B <fcp_lifo3b_6332-wwpn>
fcp_lifoga_6332 Fabric A <fcp_ lifoga_6332-wwpn>
fcp_lifogb_6332 Fabric B <fcp_lifogb_6332-wwpn>

L To obtain the FC WWPNs, run the network interface showcommand onthe storage cluster management in-
terface.

Table2 WWPNSs for UCS Service Profiles
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Hyper-V-Host-o1 Fabric A Hyper-V-Host -o1-wwpna
Fabric B Hyper-V-Host -o1-wwpnb
Hyper-V-Host -02 Fabric A Hyper-V-Host -02-wwpna
Fabric B Hyper-V-Host -02-wwpnb

'ﬂ To obtain the FC vHBA WWPN information in Cisco UCS Manager GUI, go to Servers > Service Profiles > root. Click
each service profile and then click the “Storage” tab, then "vHBAs" tab on the right. The WWPNs are displayed in the
table at the bottom of the page.

Adding Direct Connected Tenant FC Storage

To add FC storage from an additional storage SVM, two storage connection policies, one for each fabric must be added in
UCS Manager and attached to vHBA Initiator Groups in the SAN Connectivity Policy. These steps were not shown in the
initial deployment above because it is not necessary to zone boot targets. Boot targets are automatically zoned in the fabric
interconnect when zoning is enabled on the fabric VSAN. To add direct connected tenant FC storage from a tenant SVM,
complete the following steps:

Create Storage Connection Policies

In this procedure, one storage connection policy is created for each fabric.

To create the storage connection policies, complete the following steps:

1.

2.

10.

11.

12.

In Cisco UCS Manager, click SAN on the left.

Right-click SAN > Policies > root > Storage Connection Policies and select Create Storage Connec-tion Policy.
Name the policy to indicate a tenant on Fabric A.

Select the Single Initiator Multiple Targets Zoning Type.

Click Add to add a target.

Enter the WWPN of the first fabric A FC LIF in the tenant SVM connected to fabric interconnect A. Select Path A
and VSAN VSAN-A. Click OK.

Click Add to add a target.

Enter the WWPN of the second fabric A FC LIF in the tenant SVM connected to fabric interconnect A. Select Path A
and VSAN VSAN-A. Click OK.

Click OK then OK again to complete adding the Storage Connection Policy.
Right-click SAN > Policies > root > Storage Connection Policies and select Create Storage Connec-tion Policy.
Name the policy to indicate a tenant on Fabric B.

Select the Single Initiator Multiple Targets Zoning Type.
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13.

14.

15.

16.

17.

Click Add to add a target.

Enter the WWPN of the first fabric B FC LIF in the tenant SVM connected to fabric interconnect B. Select Path B
and VSAN VSAN-B. Click OK.

Click Add to add a target.

Enter the WWPN of the second fabric B FC LIF in the tenant SVM connected to fabric interconnect B. Select Path B
and VSAN VSAN-B. Click OK.

Click OK then OK again to complete adding the Storage Connection Policy.

Map Storage Connection Policies vHBA Initiator Groups in SAN Connectivity Policy

In this procedure, storage connection policies are mapped to vHBA initiator groups for each fabric.

To create the storage connection policy mappings, complete the following steps:

1.

2.

10.

11.

In Cisco UCS Manager, click SAN on the left.

Select SAN > Policies > root > SAN Connectivity Policies > FC-Boot.
In the center pane, select the vHBA Initiator Groups tab.

Click Add to add a vHBA Initiator Group.

Name the group Fabric A and select the Fabric A Initiator.

Use the pulldown to select the Fabric A Storage Connection Policy.
Click OK and OK to complete adding the Initiator Group.

Click Add to add a vHBA Initiator Group.

Name the group Fabric B and select the Fabric B Initiator.

Use the pulldown to select the Fabric B Storage Connection Policy.

Click OK and OK to complete adding the Initiator Group.
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Microsoft Windows Server 2016 Hyper-V Deployment Procedure
_________________________________________________________________________________________________________________________________|

Setup the Microsoft Windows 2016 install

The Microsoft Windows 2016 install sub-sections listed below and their installation procedures follow the installation
guidelines covered in the main document.

Install Windows Server 2016

To complete this section, refer to the corresponding section of the main document and execute all the steps.

Install Chipset and Windows eNIC Drivers

To complete this section, refer to the corresponding section of the main document and execute all the steps.

Install Windows Roles and Features

To complete this section, refer to the corresponding section of the main document and execute all the steps.

Install NetApp Host Utilities

To complete this section, refer to corresponding section of the main document and execute all the steps.

Host Renaming and Join to Domain

To complete this section, refer to the corresponding section of the main document and execute all the steps.

Deploying and Managing Hyper-V Clusters using System Center 2016 VMM

To complete this section, refer to the corresponding section of the main document and execute all the steps.
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FlexPod Backups
_________________________________________________________________________________________________________________________________|

Cisco UCS Backup

Automated backup of the UCS domain is important for recovery of the Cisco UCS Domain from issues ranging catastrophic
failure to human error. There is a native backup solution within UCS that allows local or remote backup using
FTP/TFTP/SCP/SFTP as options.

Created backups can be a binary file containing the Full State, which can be used for a restore to the original or a
replacement pair of Cisco UCS fabric interconnects. Alternately this XML configuration file consists of All configurations,
just System configurations, or just Logical configurations of the UCS Domain. For scheduled backups, the available options
are Full State or All Configuration, backup of just the System or Logical configurations can be manually initiated.

Specification of the backup can be done by following these steps within the UCSM GUI:

1. Select Admin within the Navigation pane and select All.
2. Click on the Policy Backup and Export tab within All.
3. ForaFull State Backup, All Configuration Backup, or both, specify the following:

a. Hostname : <IP or FQDN of host that will receive the backup>

b. Protocol: [FTP/TFTP/SCP/SFTP]

c. User: <account on host to authenticate>

d. Password: <password for account on host>

e. Remote File: <full path and filename prefix for backup file>

f.  Admin State: <select Enable to activate the schedule on save, Disable to disable schedule on save>

g. Schedule: [Daily/Weekly/Bi Weekly]
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Al s Manager

eoTo

All

-

* Faults, Events and Audit Log
Faults
Events
Audit Logs
Syslog
Core Files
TechSupport Files
Settings
* User Management
» Authentication
v LDAP
» RADIUS
» TACACS+

- User Services

-

Locales

Locally Authenticated Users

-

Remotely Authenticated Users

» Roles
» Koy Management

KeyRing default
» Communication Management
» Stats Management

* Collection Policies

Caollection Policy Chassis
Collection Policy Fex
Collection Policy Host
Collection Policy Port
Callection Palicy Server

- fabric

All

General Policy Backup & Export

Full State Backup Policy

Hostname - | 10.1.156.150

Protocol - [OFTP (O TFTP (#) SCP () SFTP |
User : |root
Password - | sssseses

Remaote File - | /var/wwwihtml/bears/configs/ucs/6332.full

Admin State | Disable (e Enable

Schedule - | Daily (_Weekly (o) Bi Weekly
Max Files  : 0

Descripion : | Database Backup Policy

All Configuration Backup Policy

Hostname  :© | 10.1.156.150

Protocol el TFTP (»)SCP (I SFTP |
User : |root
Password - | sssseses

Remate File - | /var/www/html/bears/configs/ucs/6332.config

Admin State - () Disable (s) Enable

Schedule - |-g Daily (_Weekly ) Bi Weekly
Max Files  : 0

Descripion : | Configuration Export Policy

Backup/Export Config Reminder

Admin State o |(») Disable Enable

4. Click Save Changes to create the Policy.

Cisco Nexus Backups

The configuration of the Cisco Nexus 9gooo switches can be backed up manually at any time with the copy command, but
automated backups can be put in place with the NX-OS feature scheduler. An example of setting up an automated

configuration backup for one of the FlexPod 9332PQ switches is shown below:

bb04-9332-a# conf t

Enter configuration commands, one per line. End with CNTL/Z.

bb04-9332-a(config)# feature scheduler

bb04-9332-a(config)# scheduler logfile size 1024

bb04-9332-a (config)# scheduler job name backup-cfg

bb04-9332-a(config-job)# copy running-config

tftp://192.168.156.155/9332/$ (SWITCHNAME) -cfg.$ (TIMESTAMP)

bb04-9332-a(config-job)# exit

vrf management
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bb04-9332-a(config)# scheduler schedule name daily
bb04-9332-a (config-schedule) # job name backup-cfg
bb04-9332-a(config-schedule) # time daily 2:00
bb04-9332-a (config-schedule) # end

Show the job that has been setup:

bb04-9332-a# sh scheduler job

Job Name: backup-cfg

copy running-config tftp://192.168.156.155/9332/$(SWITCHNAME) -cfg.$ (TIMESTAMP)
vrf management

bb04-9332-a# show scheduler schedule

Schedule Name : daily
User Name : admin
Schedule Type : Run every day at 2 Hrs 0 Mins

Last Execution Time : Sun Apr 9 02:00:00 2017

Last Completion Time: Sun Apr 9 02:00:01 2017

Execution count : 3
Job Name Last Execution Status
backup-cfg Success (0)

Full documentation for the feature scheduler can be found at:
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexusqooo/sw/7-
x/system management/configuration/quide/b Cisco Nexus gooo Series NX-

0OS System Management_Configuration_Guide 7x/b_Cisco Nexus qooo_Series NX-
OS System Management_Configuration_Guide 7x_chapter 01010.html



http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/system_management/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_System_Management_Configuration_Guide_7x/b_Cisco_Nexus_9000_Series_NX-OS_System_Management_Configuration_Guide_7x_chapter_01010.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/system_management/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_System_Management_Configuration_Guide_7x/b_Cisco_Nexus_9000_Series_NX-OS_System_Management_Configuration_Guide_7x_chapter_01010.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/system_management/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_System_Management_Configuration_Guide_7x/b_Cisco_Nexus_9000_Series_NX-OS_System_Management_Configuration_Guide_7x_chapter_01010.html
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus9000/sw/7-x/system_management/configuration/guide/b_Cisco_Nexus_9000_Series_NX-OS_System_Management_Configuration_Guide_7x/b_Cisco_Nexus_9000_Series_NX-OS_System_Management_Configuration_Guide_7x_chapter_01010.html
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Breakout Interface Configuration in the Nexus 9332PQ Switches

The 40Gb end to end FlexPod design in this document uses a pair of Nexus 9332PQ which is built with 40 Gbps Quad Small
Form Factor Pluggable Plus (QSFP+) type on all ports. If there is a need to directly support a 20Gb Small Form Pluggable
Plus (SFP+), this can be configured within the switch, and connected to the 10Gb SFP+ device using a supported QSFP+
Breakout Cable.

Configuration of the QSFP+ ports will use the interface breakout command as shown in this example to turn the 40Gb
interface Ethernet 1/1 into 4x10Gb interfaces:

bb04-9332-a(config)# show running-config interface Ethernetl/1
interface Ethernetl/1

no switchport

bb04-9332-a (config)# interface breakout module 1 port 5 map 10g-4x
bb04-9332-a(config)# show running-config interface Ethernetl/1/1-4
interface Ethernetl/1/1

interface Ethernetl/1/2

interface Ethernetl/1/3

interface Ethernetl/1/4

Breakout configurations that are no longer needed can be reverted with the no interface breakout command:

bb04-9332-a (config)# no interface breakout module 1 port 1 map 10g-4x
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