FHlexPod Datacenter with VMware vsSphere
0.0

Deployment Guide for FlexPod with VMware vSphere 6.0
and NetApp AFF 8000 Series and Cisco Nexus 9000 Series
Switches for Top of Rack

Last Updated: November 11, 2015

v
CIsCO

VALIDATED
DESIGN



About Cisco Validated Designs

The CVD program consists of systems and solutions designed, tested, and documented to facilitate faster,
more reliable, and more predictable customer deployments. For more information visit

http://www.cisco.com/go/designzone.

ALL DESIGNS, SPECIFICATIONS, STATEMENTS, INFORMATION, AND RECOMMENDATIONS
(COLLECTIVELY, "DESIGNS") IN THIS MANUAL ARE PRESENTED "AS IS," WITH ALL FAULTS. CISCO AND
ITS SUPPLIERS DISCLAIM ALL WARRANTIES, INCLUDING, WITHOUT LIMITATION, THE WARRANTY OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE AND NONINFRINGEMENT OR ARISING FROM
A COURSE OF DEALING, USAGE, OR TRADE PRACTICE. IN NO EVENT SHALL CISCO OR ITS SUPPLIERS BE
LIABLE FOR ANY INDIRECT, SPECIAL, CONSEQUENTIAL, OR INCIDENTAL DAMAGES, INCLUDING,
WITHOUT LIMITATION, LOST PROFITS OR LOSS OR DAMAGE TO DATA ARISING OUT OF THE USE OR
INABILITY TO USE THE DESIGNS, EVEN IF CISCO OR ITS SUPPLIERS HAVE BEEN ADVISED OF THE
POSSIBILITY OF SUCH DAMAGES.

THE DESIGNS ARE SUBJECT TO CHANGE WITHOUT NOTICE. USERS ARE SOLELY RESPONSIBLE FOR
THEIR APPLICATION OF THE DESIGNS. THE DESIGNS DO NOT CONSTITUTE THE TECHNICAL OR OTHER
PROFESSIONAL ADVICE OF CISCO, ITS SUPPLIERS OR PARTNERS. USERS SHOULD CONSULT THEIR
OWN TECHNICAL ADVISORS BEFORE IMPLEMENTING THE DESIGNS. RESULTS MAY VARY DEPENDING ON
FACTORS NOT TESTED BY CISCO.

CCDE, CCENT, Cisco Eos, Cisco Lumin, Cisco Nexus, Cisco StadiumVision, Cisco TelePresence, Cisco
WebEX, the Cisco logo, DCE, and Welcome to the Human Network are trademarks; Changing the Way We
Work, Live, Play, and Learn and Cisco Store are service marks; and Access Registrar, Aironet, AsyncOS,
Bringing the Meeting To You, Catalyst, CCDA, CCDP, CCIE, CCIP, CCNA, CCNP, CCSP, CCVP, Cisco, the
Cisco Certified Internetwork Expert logo, Cisco 10S, Cisco Press, Cisco Systems, Cisco Systems Capital, the
Cisco Systems logo, Cisco Unity, Collaboration Without Limitation, EtherFast, EtherSwitch, Event Center, Fast
Step, Follow Me Browsing, FormShare, GigaDrive, HomelLink, Internet Quotient, 10S, iPhone, iQuick Study,
IronPort, the IronPort logo, LightStream, Linksys, MediaTone, MeetingPlace, MeetingPlace Chime Sound,
MGX, Networkers, Networking Academy, Network Registrar, PCNow, PIX, PowerPanels, ProConnect,
ScriptShare, SenderBase, SMARTnet, Spectrum Expert, StackWise, The Fastest Way to Increase Your
Internet Quotient, TransPath, WebEx, and the WebEx logo are registered trademarks of Cisco Systems, Inc.
and/or its affiliates in the United States and certain other countries.

All other trademarks mentioned in this document or website are the property of their respective owners. The
use of the word partner does not imply a partnership relationship between Cisco and any other company.
(0809R)

© 2015 Cisco Systems, Inc. All rights reserved.


http://www.cisco.com/go/designzone

Table of Contents

ADOUL CiSCO Validated DESIGNS ...evvuuuuiieiiieieiiitii e it ee ettt ree s e e e te e s e s s e eeeeee s s e e eeeeas e seeeee et araeeeeeanss s seeeeeeennaanasseeenneennanns 2
L GV I S U ] 0 o - 1 /PN 8
SOIULION OVEIVIEW ... it ieee et ie ettt ettt ettt ettt ettt e et et e e et teeeteeeteeeteeeteeeteeeseeeteeeteeeteeeseee s e eeteeeeeee e e ee s e eebeee s e eeseee s e ee s e eenneeneeeneeenneens 9
0T 1o £ ) o 9
o 1Y o PP 9
T o Lo TN ] 1 a1 T LYo U o 0 =T o | 9

R AT L= Lo PP 9
0o (1] TN =] T o 1PN 10
e a1 =Y o2 11 PP PP PPTPPPUPPPPPPPPPPTRTN 10

[ 01T (o= I o] oY1 [ Yo | 2 PP PRPPN 10
Deployment Hardware and SOTIWAIE .......ciiieuiiiiiii e ce e e e e e e e e e e et e e e e eee e e eeaa e e e an e e eeaa s eeeeaa s eeasanaeeeannseennnnsennnnnnees 12
SOFtWAIE REVISIONS ... s s 12
(oY oY 1o TUT = o 0 I CTUT Lo L= 1T q =TS 12

[ 015 Tot= 1IN = T o {0 = 17

L Lot e Yo I @71 o1 1T RPN 17

(N[ 4TV & SRSV (e T @ T [ =1 4 o o RN 23
[ 01T (o= T @] T 1= 1Y/ 1 SRS 23
FIEXPOA CiSCO NEXUS BASE ....eeueiiiiiiiiii s s e s s s 23
Y= a8 oI oy =TI @) o [ =) 4 o] o S 23
FlexPod Cisco Nexus SWitCh ConfigUIatioN............. i e e e e e e e e e e e e e e saa e e e ean e eeaanneeeennaneeennnsaeennnnaeennn 26
=T o] L= IR T =T g T PSPPSRI 26

Y= A€ [o] oY= I @'o T a1 T8 =1 1 (o] g - 26
CrEatE VLANS ... s 26

Add NTP DistribUtioN INTEIFACE...... oo e e e e e e e e e s e e e e e e e e e e e e e e rnnnna s e e e erennnnan 27

Add Individual Port Descriptions for TroubleSNOOtING.....cu..iiiiiiii i e e e e e e e e e e e ane e e enaaeeeeean 28

L@ == LT o O 4 =T o = PP 30
Configure Port Channel ParamEtersS .. ....ccuu i eiii i eeiee e e et e e et e et e e e e ee e e eean e e aaan e eeaaan s e aeaanaeeennneerannnaeennnnseennnnns 32
Configure Virtual POrt ChanNEIS ..........iiieeiieiiie et e et e e e e e ee e s e e as e e eaa e e eeaaneeeeaa e aennan s e eenneeennneeennnnns 34
Uplink into EXisting NetWOrK INfrasStrUCTUIE .......c.. it e et e e e et e e e e e e e sa e e eean e e e san e e reaneeeesnnnaennnn 36
R0 =T T3 @o ) o 11 | =1 4 (o] o TN 37
(O] a1 F=T N 3100 Y=Y 4 1o PP 37

NN LYY o o T F= T LT 2= T ST U TR Y 37

(00 o110 1= = 37



[T ES] R 1 Y7 37

L@ 0153 =T Yo 7= = TN N 1Y o 7 T PP 38
Complete the Configuration WOIKSNEET .......couuu it e e e e e e e et e e e e tae e e eeaa e e e ana e e e ananseeenneennnnns 38
Configure Clustered Data ONTAP NOGES ....ccuuuiiiiiiieieities e e et e et e e et e s e e te e e eeaa e e eea e e eeasaeeaeaa e eeanaseeannnaeeennnseennnnns 38
[T TN 1 IR T I8 £ =T O U] LY PPN 53
A= o Y AN LIS o =T T 0 1= 53
Set ONboard UTAZ2 POrtS PerSONAlITY ....cuu.iiiiiiiii ittt e s s e s e e e s e e s e e e e s e e aae e e eeaa e s eeaa s eeanan s e eeanneennanns 53
Set Auto-Revert on ClUStEr ManNagEMENT .....c.uuiiiiii i ee e e e e e e e e e e e e e eaa e e eeaa e e et aa e eeasanaeennnneeennnnseeennneennnnns 54
Set Up Management BroadCast DOMEAIN ........uiieuiiiiiiii e eeieeisesteee s e s e e se s e s s ean s esa s eansean s eaneennseanssennssennsennnernnrernneeen 54
Set Up Service Processor NEtWOIK INTEIACE ......ciiuuiiiiiiiiiiiiie et eetee s s e essaeseaesesnesesnseanseanssnnesnnnsesnssssnsennssnnnernneens 54
(@Y= | (I AN T =Y o =1 (= 55
VErify STOrage FAlOVET ... ..ttt e e et e e e et e e et en e e eea e e eessa s e eean e eeeaa e e eean s eennanseennanseeennnnaennnn 56
Disable FIOW CONtrol ON UTA2Z POIMS ...cuueiiiiiiieiiieiieiieiereteeteseeseresesssesassseessesss s sease s s e s as e s e s e e e s as e s asesssssssssasessnasssensnannnsnnnsnnnes 57
(D1 EST=1 o [ g T L= =To B e = o PP 57
{70 a1 U Y AN N I = 57
L0 1o 0T 0 Y11V | =N 58
(@70 a1 1o [Ty SN AN T {0 50 o] o o ) 59
(S aF=] o] (=R @3 [=TeTo N BT E-ToTo 1V =Y oV ] oo o ) 59
Create Jumbo Frame MTU Broadcast Domains in Clustered Data ONTAP ... 59
Create INTEITACE GrOUPS ..vvuiiiuiiiiieiiriei et eet e et seansran s eaneeanseasnseansseanseansseanseeansesnnsesnssesnsssnssssnseennsennssennseennsennneennsernneenn 60
L0 =T Lo L PP 60
Create Storage Virtlal MACKING ......c.. oot e e et e e et e e e ee e e e ean e e eaaa e eeannn e eesnnaennnnseennnneesnnneennnnns 61
Create Load-Sharing Mirrors of SVM ROOt VOIUMIE .....ceuuiiiiiiii ettt ee e et e e e e e e s e e e e s e e s e e an e e eeanneeennanes 61
CrEate ISCSI SEIVICE ...uueuniiiiii e e e s 62
(@0 gy To [N T4 Yl o I IS o o Y= 62
(@] o110 TU T T AN | YA PP 63
Create FIEXVOI VOIUMES......uueii s 64
L0 == LT =0T oL UL PP 65
Yo aT=To (U1 TSI BT o [T o] 13- o] o N 65
CrEate ISCSI LIFS.. it s 65
CrEate NFS LIF et s s 66
Add Infrastructure SVM AdmMiNiSIrator........coii i e 67

Y=Y V=T A @ o a1 To U= o) o I RO PPPN 68

(3ol W LR T = 7= T I @To o [0 =1 4 o] o N 68

Perform Initial Setup of Cisco UCS 6248 Fabric Interconnect for FlexPod Environments .........cccevevuiiieiieeieieiieeeiceeeceeenns 68



(O T=T oo T 0L T T {1 o RN 69

(Yo IR T g T (o T O [T oTo T L@ TR =1 g =T = SRS 69
Upgrade Cisco UCS Manager Software 10 VErsion 2.2(5) .....cicccciireeeeeeeieeeirreeeeeeeeeeissssseeeeeseeesssssssesssesssssssssssessseesnnns 69
2N g o]0 )Y/ g YoYU 3 2= oo o ] T 70
Add Block of IP Addresses for INband KVM ACCESS ......coeiiiiiiiiiieeeeeee et 70
Yo T e g1 L= I O [T o T 8 L 30 o TN | N I = 71
Edit ChassisS DISCOVEIY POICY ...cuuuiiiiiiiiieiiie st ee et st s e et e s e e s e ee e s e e e e e eaaa e e eeaa e e e eaa s eeeaan e enannseeenan s ennnnneennnn 71
ENabIE SErver and UPIINK PoOrtS......ciuiiieiiiiiieies et e s e s ete s s e s ssesseaseansesa s eannseansannsannseansesansesnnsennesnnnssnnnsrnnsesnnsennnns 71
Acknowledge Cisco UCS Chassis @Nd FEX .....iuuuiiiiuuiiiiiiiir e et s ee s e seae s se s s e eeaaas s e aaa s e eeaaseeanan s e eeansseeeeannseennnnsenenn 72
Create Uplink Port Channels 1o CiSCO NEXUS SWITCRES ......iiuiiiiiiiiiiiiiieec st e e e e e e e s s es e e e ennsrn e eraneees 74
Create MAC AdAress POOIS ........u s 76
Create |QN POOIS fOr iISCSI BOOt .. ..iuiiiiiiiieii e eecr e et e e e ea et e st eaneaneeansanseansansaseaneanssnseanssnnsnnssssennennssnsennennssnnennenns 77
Create IP POOIS fOr iISCSI BOOT ... .. e s 78
Create UUID SUFFIX POOL .. .. s 80
CrEate SEIVEI POOI ... s 81
CrEate VLANS ... s 81
Create VLAN Group and Assign INDand Profile ........oceeeoiiiii ettt e e e s e e e e en e e e e an e e nnanes 85
Create HOSt FIrMWAre PaCKage .....ccuuiiiiiiii ettt e et e e te e s e e e e ee e e e e aa e e eeaa e aennan e e eeanneeenaneeennanns 87
Set Jumbo Frames in CiSCO UCS FabriC......ciuuuuiii ittt e e e e e e an s 87
Create Local Disk Configuration POlCY (OPTIONEI) .....eeeeieieeiirieeeeeeeeeeiinreeeeeeeesesssreereeseaesesssssereesesessssssssessesssesssassssseessees 88
Create Network Control Policy for CisCO DiSCOVEIY ProtOCOL.....c..uiiiiiiii ittt ee et e e er e e ee e e e e e eeaaes 89
Create POWET CONTIOl POIICY ...iiuiiiiei et ettt e e et e et e e e te e e eeaa e e e eaaa e e eean s eeeaa e eeasnn s eennnseennnnseernnnneernnnns 90
Create Server Pool Qualification PoliCY (OPTIONAI) .........ciiccciriiieiee e ieecitie e e e e eecireeeeeeeeeeesanreeeeeesesssssseeeeeeseaesnnanreeeeeaeas 91
Create SEIVET BlIOS PoOlICY vuuuiiiiiiiiiiiiii ettt ettt e e et e e et e e e e et e e e ean e e aaaa s eeananseaanneesannseennnseennnnseennnnseeennnneennnnns 92
Create vNIC/vHBA Placement Policy for Virtual Machine Infrastructure HOStS ......cccouuueiiiiiiiiiieeee e 93
Update the Default MainteNaNCe POlICY ......uuiiiiieiiiiiii et e et e e e et s e e re e s ee s e e raa s e e eane e e et e e eeannneenean 94
(1 SY=T (oI @ =T 0 o1 o] F= N 95
L@ =T L= =0T o) o] o [T PP 101
Create SErviCe Profile TEMPIAtE .....u.iieeiiiiiiiii it ee e e et e e e eeae e saa e e aa e eeaseranessasaassesnssansssanssesnssnnsssnnsennsennnsennnennnns 102
Create ServiCe Profiles ........ e 118
Add More Servers t0 FIEXPOO UNt.......ouiiiuiiiieiiieiiieiiieiieeieeees et eee e seeeteeeeeee et eeeeeeeseeteaeteee e e ae st ee e e e e eeeeseeeseeeseeereeereeeneeenenennens 119
Gather Necessary INfOrMAtioN........c...i i et e e e e e e e e e e eean e e eaaa e eeanan e eeanseeennnseeennseenannneeennnn 119
Storage Configuration = ISCSI BOOT.. ...t e e e et e e s e e ee e e e e eeeaa e e eeaa s eeeaan e eean e e enan e eennaeernnnnenen 120
Clustered Data ONTAP iSCS| BOOt STOrage SEIUP ...iciuuiiiiiiiiiiiie et eeeiee e e et e e e e aae e s eea e e e eaaa s e e eaasseeeaeseesnnaeeennneeernnnssenes 120

L@ 0= (N o T 11 o 1 PP 120



Y F=To R = ToTo 1 A I | NN LSRR (o TN T o 1H o 1 PPN 120

VMWAIre VSPRNEIE 5.0 SETUD ..iiteuuiiiiuuiiieit st ettt s e etaes e e eee e s s e s e e ea s e eeaaa e e ee s s eeaa i ae e e s eeea s eeeaseeee s eeaneesnaa s eesnaseeennnneeennns 121
VMWEIE ESXI 6.0 ...ceeieeeiiiiiiiteieieiiteeeteseeee et et eeeeeee e eee e e ee s eeseeee e ee e e eeeee e e e e e e e eee e eeeeee e e e e e e e e e e ee e e e e ee e e ReEeEeeeenEeEEeeRreReeeaeereeereenreerrrerrree 121
Download Cisco Custom IMage for ESXi 6.0, ...ttt e e e e e rae e s e e s e re s e e e as e eeaea e s eeanaaeenaneenes 121
Log in to Cisco UCS 6200 FabriC INtErCONNECT.......u ittt iiieiiieeee ettt e e e e e e e s s s e e e e ea e e e s e e eennanaeeeeeeeeeenn 121
Set Up VMWare ESXi INSTallation .......iiieiiieieiiir e ssitir e e e e s sa e see e s e s aa e s e s ean e sa s esnssennseanssenneeansesnnsernnsennsennnsennsennnns 122
151 2= | = PPN 122
Set Up Management Networking for ESXi HOSES ...uuuiiiiii it ee e et e e e e eae e e e e e e e en e e e eane e e e aann e eennan 123
Download VMWare VSPNEIE ClIENT......ccuuiiieiiiiiieiiie e et e et e et s et e e e e e s s ea e eanseaanseaaseanseannsennseennsesansennarennsennnrennrernnsennn 125
Download VMWAre VSPNEIE CLI B.0 ....cuuiiiuiiiiieiiiieiiieieiees e et sestessasssasesnsesansessnsessssansrnnsesnssssnsesnnsesnesssnseenssennsesnnsennn 126
Log in to VMware ESXi Hosts by Using VMware vSphere ClIENt.........cuuiiiiiuiiiieiiie e eees e e e e e e e e eeeeeees 126
Set Up VMKernel Ports and Virtual SWITCN....cc.ue ittt e e et e e e e e s e e e s e e e e e ee e e eeenas 127
Y=Y 0] o ST @3S IV 1071410 =1 d a1 135
Install VMware Drivers for the Cisco Virtual INnterface Card (VIC) .....oueiieiieeeeeieeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeseeeeeeeeeeeseeeeeeeseeeeeeeeees 136

Y [o 10T A 2T (81T D= =T (o] Y R 138
CoNfigure NTP ON ESXi HOSES .uiuuiiiiiiiiiiiii et s s eet s st ee e e e s eesa s eee e eaneeaa s eaaneeaneannseanneennseanseeanneennsesnnsennneennsenneennrennns 142
MOVE VIM SWAP FilE LOCAtION ... iitiiiiiiii ittt eeie st ee e e et e e ea s ea e eaueeas s eaasseansesanseannsenssensnssnnsresnsesnnsesnnsennsennseennnernnrennn 143

BT AT TSI O =T o1 (=T O PPt 144
Install the Client INtegration PIUG=iN .......oceu it e e e s e e e e et e e e eae e e eeaa s eeeaa s eeeaaeeeennaaeneaneanns 144
Building the VMware vCenter Server APPHANCE ....couu ittt e et e et e e e e e s e e e e e eea e e eeaneeeenaneeeeennaeenes 145
Setting UP VIMWAIre VOENTEI SEIVET .....iceiiieiiteeeetee et e st e e et s s et s e te e s eeane e e eeaa s s eeas s e et s s eeenaaeeeannsseeennseeeenneeennnn 154
ESXi Dump Collector Setup for iSCSI-BooOtEd HOSES ...cuuiiieiiiiiiiiiieiiieieii e e e s e se s e e e sean s eransesssesnesranessnnsennsernnsennn 164
Cisco UCS Virtual Media (vMedia) Policy for VMware ESXi INStallation ..........cceeeeeeiiciereieeeeieccrieeeeeeeeeererneeeeeeeeeesannneneees 165
Storage Controller Setup fOr VMEdia POLICY.......ccuuuuiiiic e e e e e e et e e e aae e e eean e e e e aa e e enanaeerenn e eennnn 165
FlexPod Cisco Nexus 1110-X and TOOOV VSPINEIE ...ccuuiieuiiiiiiieiiieieeeeeetesetieeeasssnesasessaeennsessnsannsesnsesnnsssnnsennsesnseesnnsennss 170
Configure CIMC Interface on Both CiSCO NEXUS TTTO=XS ieuuiiiiuuiiiiiiieieiiee et s ee s s et s e s eee s s srae s s e en s e eenneeeeeneeeeenns 170
Configure Serial over LAN for Both CiSCO NEXUS 1T TO=XS c.uuuiiiiuiiiiiiiieieiieieeene e e ereeeesee e e seaae e e e aaaseeenaseeeanseeeenneseennnn 171
Configure Cisco Nexus 1T10-X Virtual APPIIANCES ....ceuuiiiieiii ettt e e e e s e e s s e e s e e ee e e e e e e enaeeeennan 172
Set Up the Primary Cisco NeXus TOO0V VSM......couuiiiiiii et e et e et e s e e ee e e st e e e e te e e eeann e e sanneeeennaaesnnnseerannseennnn 174
Set Up the Secondary Cisco NeXus TOOOV VSM .. ... i ee s e et e e s e eae e e e e e e e e aa s e e e s eeana s e eean s eennnneeennnn 175
Install Cisco Virtual SWitCh Update ManagEr ........cceuuiiiiiiiiiieiiiee et e et e e e ettt e e et e e e e ta e s eean e eeeaanseeeanaaeetanaaerennnaernnnssenes 176
Register the Cisco Nexus 1000V iN VMWAre VOEBNTEN ......uu i e e et e et e e e tee e st e e e e aae e s e eaae s e eea e e eeanaeeeenan e eennaneaees 179
Perform Base Configuration of the Primary VSM .. ...t e e e e e e e e e e ee e s e e s e e e e eees 179
Add VMware ESXi Hosts t0 CiSCO NeXUS TOOOV ......cceiiiiiiiiiiiiiieieiiieieee e e eeee et e e et e e eeee e st e e e e e e e e e s e e e e e eeeeeeeeeeeeeeeeeeeeeeeenenens 183

Migrate ESXi Host Redundant Network Ports 1o CisCo NexXus TOOO0V .......ccooiiieeiiiiiiiiiieieiie e e e eene e e e e e e e 185



CiSCO NEXUS TOOOV VT TaCKE ... etuiiuereterieeeturetneresueesaneesnseseerasreansresnssennseanssansessssesnssesnssenssessessansessnsesnsresnsesnnsennsennnss 187

R ToY adeTe Y F=T =T T=Ta o=t o Ll e o] ESR Y= (U1 o PPN 189
NetApp Virtual Storage Console (VSC) 6.1 DeployMENt PrOCEAUIE........ueeeeeeeieceiireeeeeeeeeeiirseeeeeeeeeessssssereeeeesessssrseeessssenns 189
VSC 6.1 Pre-installation CONSIAErations ..........cuiiiiiiiiiiiiiiieiiieee ettt et e e et e e e e e e e e e e e e e e e e e e e e eeseeereeeneaees 189
1y = LY A T PP PP PP PPPPPPPPPPPINE 189
ReGISTEr VSC With VOENTEI SEIVET .. .ceeiiieiii ettt e e e e e e et e e e e ee e e eeaa e e e aaa e e eeaa s eeeas s aeeeanaseeannnaennnnnsennn 191
Discover and Add STOrage RESOUICES ....cuuuiiiieuiiiiiuii ittt e et e e tea s e s s e eea s s eeasa e e etaa s aeaaa s teaasaeaaassaeaaaseeesssaereansenns 192
Optimal Storage Settings fOr ESXi HOSTS ... i e e e e e e e e e e e e e et e e e aaa e e eean e e s an e e eeananeernnnaeennnn 193

VSC 6.1 BaCKUP @GN0 RECOVEIY ...t ce e s e e e e e e e s e e eeeean s e e e ereean e e e e s e eeerennn i eeeeeeeennnnnanreeerrnnnn 194
OnCommand Unified Manager B.2P T .......ciiieiii i et e et e et e e e te e e eeaa e ee et e eeaanaeeean e eeannnseeennnseernnneeesnnaseesnnneernnnseennn 198
OnCommand Unified Manager OVF DEPIOYMENT........ccuu i e et ee e e e e s e s eae e e ee e e e e eaa e e eeaneeseenneeeenn s eeannneeennan 198
OnCommand Unified Manager BasSiC SETUD ......iiiiuuiiiiiie et e e e et s e e e s e e ene e e eea s e e nnaeseeeaaeeeennns 204
OnCommand Performance ManagEr 2.0 ... .cuu i iiiieie e e e etee e et e e eeaa e e e ae e e eean e e eaaa e eeaaanaeeeaasseeannnseeeansseeenanseennnnseennnseenen 210
OnCommand Performance Manager OVF DEPIOYMENT.......ccuiiiuiieiirieie i ere e e e s s eaessasseaseanseraneeeaneeanesennsennnsennsernnss 210
OnCommand Performance Manager BasSiC SETUD ....iiiiuiiiiiii it r e et e e et ee e e et e e e e eae e e e e e e e eaa s e eeaneeerenneeeeannn 215

Link OnCommand Performance Manager to OnCommand Unified Manager.........couuuuiriiieiiiiieinieeeei e 217
NetApp NFS Plug=In 1.7.0 fOr VIMWAIrE VAAL......coeu ettt e et e et e e et e e et e e e e aa s e e eaa e e e eeaa e eeannnaeennneeennansaeennnnes 219
Enable VMware vStorage for NFS in Clustered Data ONTAP ... oot e e e e e s e e e eea e eees 219
Install NetApp NFS Plug=In fOr VIMWAre VAAL ... ..ottt e et s e et e et e e e ee e s e e seeea e e eeane e e rennaenennsanes 220
ADOUL ThE AUTNOTS ... s s s s s s s 223

F 2o S q LoV [=To Lo =T 0 0 1= o £ PPNt 223



I
CISCO. NetApp

Executive Summary

Executive Summary

Cisco® Validated Designs include systems and solutions that are designed, tested, and documented to
facilitate and improve customer deployments. These designs incorporate a wide range of technologies and
products into a portfolio of solutions that have been developed to address the business needs of customers.
Cisco and NetApp have partnered to deliver FlexPod, which serves as the foundation for a variety of
workloads and enables efficient architectural designs that are based on customer requirements. A FlexPod
solution is a validated approach for deploying Cisco and NetApp technologies as a shared cloud
infrastructure.

This document describes the Cisco and NetApp® FlexPod Datacenter with VMware vSphere 6. FlexPod
Datacenter with VMware vSphere 6 is a predesigned, best-practice data center architecture built on the
Cisco Unified Computing System (UCS), the Cisco Nexus® 9000 family of switches, and NetApp AFF.



Solution Overview

Solution Overview

Introduction

The current industry trend in data center design is towards shared infrastructures. By using virtualization
along with pre-validated IT platforms, enterprise customers have embarked on the journey to the cloud by
moving away from application silos and toward shared infrastructure that can be quickly deployed, thereby
increasing agility and reducing costs. Cisco and NetApp have partnered to deliver FlexPod, which uses best
of breed storage, server and network components to serve as the foundation for a variety of workloads,
enabling efficient architectural designs that can be quickly and confidently deployed.

Audience

The audience for this document includes, but is not limited to; sales engineers, field consultants, professional
services, IT managers, partner engineers, and customers who want to take advantage of an infrastructure
built to deliver IT efficiency and enable IT innovation.

Purpose of this Document

This document provides a step by step configuration and implementation guide for the FlexPod Datacenter
with NetApp AFF and Cisco Nexus 9000 solution. For the design decisions and technology discussion of the
solution, please refer to FlexPod Datacenter with NetApp All Flash FAS, Cisco Nexus 9000 and VMware
vSphere 6 Design Guide:

http://www.cisco.com/c/en/us/td/docs/unified computing/ucs/UCS CVDs/flexpod esxi60 n9k design.html

What’s New?

The following design elements distinguish this version of FlexPod from previous FlexPod models:
e Validation of Cisco Nexus 9000 with a NetApp All-Flash FAS storage array
e Support for the Cisco UCS 2.2(5) release and Cisco UCS B200-M4 servers
e Support for the latest release of NetApp Data ONTAP® 8.3.1
e An IP-based storage design supporting both NAS datastores and iSCSI based SAN LUNs
e Cisco Nexus 1000v vTracker technology
e Cisco UCS Inband KVM Access
e Cisco UCS vMedia client for vSphere Installation

e Cisco UCS Firmware Auto Sync Server policy


http://www.cisco.com/c/en/us/td/docs/unified_computing/ucs/UCS_CVDs/flexpod_esxi60_n9k_design.html
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Solution Design

Architecture

FlexPod is a defined set of hardware and software that serves as an integrated foundation for both
virtualized and non-virtualized solutions. VMware vSphere® built on FlexPod includes NetApp All Flash FAS
storage, Cisco Nexus® networking, the Cisco Unified Computing System (Cisco UCS®), and VMware
vSphere software in a single package. The design is flexible enough that the networking, computing, and
storage can fit in one data center rack or be deployed according to a customer's data center design. Port
density enables the networking components to accommodate multiple configurations of this kind.

One benefit of the FlexPod architecture is the ability to customize or " flex" the environment to suit a
customer's requirements. A FlexPod can easily be scaled as requirements and demand change. The unit can
be scaled both up (adding resources to a FlexPod unit) and out (adding more FlexPod units). The reference
architecture detailed in this document highlights the resiliency, cost benefit, and ease of deployment of an
IP-based storage solution. A storage system capable of serving multiple protocols across a single interface
allows for customer choice and investment protection because it truly is a wire-once architecture.

0 shows the VMware vSphere built on FlexPod components and the network connections for a configuration
with IP-based storage. This design uses the Cisco Nexus 9000, Cisco Nexus 2232PP FEX, and Cisco UCS
C-Series and B-Series servers and the NetApp AFF family of storage controllers connected in a highly
available modular design. This infrastructure is deployed to provide iSCSI-booted hosts with file-level and
block-level access to shared storage. The reference architecture reinforces the " wire-once" strategy,
because as additional storage is added to the architecture, no re-cabling is required from the hosts to the
Cisco UCS fabric interconnect.

Physical Topology

0O illustrates the physical architecture.



Solution Design

Figure 1 FlexPod Design with Cisco Nexus 9000 and NetApp Data ONTAP
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The reference hardware configuration includes:
e Two Cisco Nexus 9372PX switches
e Two Cisco UCS 6248UP fabric interconnects

e One NetApp AFF8060 (HA pair) running clustered Data ONTAP with Disk shelves and Solid State
Drives (SSD)

For server virtualization, the deployment includes VMware vSphere 6. Although this is the base design, each
of the components can be scaled easily to support specific business requirements. For example, more (or
different) servers or even blade chassis can be deployed to increase compute capacity, additional disk
shelves can be deployed to improve I/O capability and throughput, and special hardware or software
features can be added to introduce new features. This document guides you through the low-level steps for
deploying the base architecture, as shown in 0. These procedures cover everything from physical cabling to
network, compute and storage device configurations.
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Deployment Hardware and Software

Software Revisions

Table 1 lists the software revisions for this solution.

Table 1 Software Revisions

Layer Device Image Comments

Compute Cisco UCS Fabric 2.2(5b) Includes the Cisco UCS-
Interconnects 6200 Series, IOM 2208XP, Cisco UCS
UCS B-200 M4, UCS C- Manager, UCS VIC 1240
220 M4 and UCS VIC 1340
Cisco eNIC 2.1.2.71
Cisco fNIC 1.6.0.17a

Network Cisco Nexus 9000 NX-OS 7.0(3)I11(1a)
Cisco Nexus 1000V 5.2(1)SV3(1.5a)
Cisco Nexus 1110-X 5.2(1)SP1(7.3)

Storage NetApp AFF 8060 Data ONTAP 8.3.1

Software VMware vSphere ESXi 6.0
VMware vCenter 6.0
NetApp Virtual Storage 6.1
Console (VSC)
OnCommand Performance 2.0
Manager

Configuration Guidelines

This document provides details for configuring a fully redundant, highly available configuration for a FlexPod
unit with clustered Data ONTAP storage. Therefore, reference is made to which component is being
configured with each step, either 01 or 02 or A and B. For example, node01 and node02 are used to identify
the two NetApp storage controllers that are provisioned with this document, and Cisco Nexus A or Cisco
Nexus B identifies the pair of Cisco Nexus switches that are configured. The Cisco UCS fabric interconnects
are similarly configured. Additionally, this document details the steps for provisioning multiple Cisco UCS
hosts, and these are identified sequentially: VM-Host-Infra-01, VM-Host-Infra-02, and so on. Finally, to
indicate that you should include information pertinent to your environment in a given step, <text> appears as
part of the command structure. See the following example for the network port vlan create command:

Usage:

network port vlan create ?
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[-node] <nodename> Node
{ [-vlan-name] {<netport>|<ifgrp>} VLAN Name
| -port {<netport>|<ifgrp>} Associated Network Port
[-vlan-id] <integer> } Network Switch VLAN Identifier
Example:
network port vlan -node <node0Ol> -vlan-name i0a-<vlan id>

This document is intended to enable you to fully configure the customer environment. In this process, various
steps require you to insert customer-specific naming conventions, IP addresses, and VLAN schemes, as well
as to record appropriate MAC addresses. Table 3 lists the virtual machines (VMs) necessary for deployment
as outlined in this guide. Table 2 describe the VLANs necessary for deployment as outlined in this guide.

Table 2 Necessary VLANs

VLAN Name VLAN Purpose ID Used in Validating This
Document
Out of Band Mgmt VLAN for out-of-band management interfaces 13
In-Band Mgmt VLAN for in-band management interfaces 113
Native VLAN to which untagged frames are assigned 2
NFS VLAN for Infrastructure NFS traffic 3170
vMotion VLAN for VMware vMotion 3173
VM-Traffic VLAN for Production VM Interfaces 3174
iSCSI-A VLAN for Fabric A iSCSI 901
iSCSI-B VLAN for Fabric B iSCSI 902
Packet-Citrl VLAN Nexus 1110-X Packet and Control 3176

Table 3 lists the virtual machines (VMs) necessary for deployment as outlined in this document.

Table 3 Virtual Machines
Virtual Machine Description Host Name
Active Directory

vCenter Server

NetApp Virtual Storage Console (VSC)

NetApp OnCommand Unified Manager

OnCommand Performance Manager

Table 4 lists the configuration variables that are used throughout this document. This table can be
completed based on the specific site variables and used in implementing the document configuration steps.



Deployment Hardware and Software

Table 4 Configuration Variables

Variable

Value

<<var_node01_mgmt_ip>>

Out-of-band management IP for cluster node 01

<<var_node01_mgmt_mask>>

Out-of-band management network netmask

<<var_node01_mgmt_gateway>>

Out-of-band management network default
gateway

<<var_url_boot_software>>

Data ONTAP 8.3.1 URL; format: http://

<<var_node02_mgmt_ip>>

Out-of-band management IP for cluster node 02

<<var_node02_mgmt_mask>>

Out-of-band management network netmask

<<var_node02_mgmt_gateway>>

Out-of-band management network default
gateway

<<var_clustername>>

Storage cluster host name

<<var_cluster_base_license_key>>

Cluster base license key

<<var_nfs_license>>

NFS license key

<<var_iscsi_license>>

iSCSI license key

<<var_password>>

Global default administrative password

<<var_clustermgmt_ip>>

In-band management IP for the storage cluster

<<var_clustermgmt_mask>>

Out-of-band management network netmask

<<var_clustermgmt_gateway>>

Out-of-band management network default
gateway

<<var_dns_domain_name>>

DNS domain name

<<var_nameserver_ip>>

DNS server IP(s)

<<var_node_location>>

Node location string for each node

<<var_node01_sp_ip>>

Out-of-band cluster node 01 service processor
management IP

<<var_node01_sp_mask>>

Out-of-band management network netmask

<<var_node01_sp_gateway>

Out-of-band management network default
gateway

<<var_node02_sp_ip>>

Out-of-band cluster node 02 device processor
management IP

<<var_node02_sp_mask>>

Out-of-band management network netmask

<<var_node02_sp_gateway>

Out-of-band management network default
gateway

<<var_node01>>

Cluster node 01 hostname
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Variable

Value

<<var_node02>>

Cluster node 02 hostname

<<var_num_disks>>

Number of disks to assign to each storage
controller

<<var_nfs_vlan_id>>

Infrastructure NFS VLAN ID for LIF

<<var_iscsi_vlan_A_id>>

Infrastructure iISCSI-A VLAN ID for LIF

<<var_iscsi_vlan_B_id>>

Infrastructure iISCSI-B VLAN ID for LIF

<<var_ib_mgmt_vlan_id>>

In-band management network VLAN ID

<<var_oob_mgmt_vlan_id>>

Out-of-band management network VLAN ID

<<var_timezone>>

FlexPod time zone (for example,
America/New_York)

<<var_global_ntp_server_ip>>

NTP server IP address for out-of-band mgmt

<<var_switch_a_ntp_ip>>

NTP server IP address for Nexus 9372 Switch A

<<var_switch_b_ntp_ip>>

NTP server IP address for Nexus 9372 Switch B

<<var_ib-mgmt_vlan_netmask_length>>

Length of IB-MGMT-VLAN Netmask

<<var_snmp_contact>>

Administrator e-mail address

<<var_snmp_location>>

Cluster location string

<<var_oncommand_server_fgdn>>

VSC or OnCommand virtual machine fully qualified
domain name (FQDN)

<<var_snmp_community>>

Storage cluster SNMP v1/v2 community name

<<var_mailhost>>

Mail server host name

<<var_storage_admin_email>>

Administrator e-mail address

<<var_esxi_host1_nfs_ip>>

NFS VLAN IP address for VMware ESXi host 1

<<var_esxi_host2_nfs_ip>>

NFS VLAN IP address for VMware ESXi host 2

<<var_node01_nfs_lif_infra_swap_ip>>

IP address of Infra Swap

<<var_node01_nfs_lif_infra_swap_mask>>

Subnet Mask of Infra Swap

<<var_node02_nfs_lif_infra_datastore_1_ip>>

IP address of Datastore 1

<<var_node02_nfs_lif_infra_datastore_1_mask>>

Subnet mask of Datastore 1

<<var_vserver_mgmt_ip>>

Management IP address for Vserver

<<var_vserver_mgmt_mask>>

Subnet mask for Vserver

<<var_vserver_mgmt_gateway>>

Default Gateway for Vserver

<<var_vsadmin_password>>

Password for VS admin account
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Variable

Value

<<var_ucs_clustername>>

Cisco UCS Manager cluster host name

<<var_ucsa_mgmt_ip>>

Cisco UCS fabric interconnect (Fl) A out-of-band
management IP address

<<var_ucsa_mgmt_mask>>

Out-of-band management network netmask

<<var_ucsa_mgmt_gateway>>

Out-of-band management network default
gateway

<<var_ucsb_mgmt_ip>>

Cisco UCS FI B out-of-band management IP
address

<<var_vm_host_infra_01_ign>>

IQN of Infra 01

<<var_vm_host_infra_02_ign>>

IQN of Infra 02

<<var_vm_host_infra_01_ip>>

VMware ESXi host 01 out-of-band management IP

<<var_vm_host_infra_02_ip>>

VMware ESXi host 02 out-of-band management IP

<<var_nfs_vlan_ip_host_01>>

ESXi host 1, NFS VLAN IP

<<var_nfs_vlan_ip_mask_host_01>>

ESXi host1, NFS VLAN subnet mask

<<var_nfs_vlan_ip_host_02>>

ESXi host 2, NFS VLAN IP

<<var_nfs_vlan_ip_mask_host_02>>

ESXi host2, NFS VLAN subnet mask

<<var_vcenter_server_ip>>

IP address of the vCenter Server

<<var_svm_mgmt_vlan_id>>

Infrastructure Vserver management VLAN ID

<<var_node01_iscsi_lif01a_ip>>

iSCSI LIF 01a IP address

<<var_node01_iscsi_lif01a_mask>>

iSCSI LIF 01a subnet mask

<<var_node01_iscsi_lif01b_ip>>

iSCSI LIF 01b IP address

<<var_node01_iscsi_lif01b_mask>>

iSCSI LIF 01b subnet mask

<<var_node01_iscsi_lif02a_ip>>

iSCSI LIF 02a IP address

<<var_node01_iscsi_lif02a_mask>>

iSCSI LIF 02a subnet mask

<<var_node01_iscsi_lif02b_ip>>

iSCSI LIF 02b IP address

<<var_node01_iscsi_lif02b_mask>>

iSCSI LIF 02b subnet mask

<<var_vserver_mgmt_ip>>

Management IP address for Infrastructure Vserver

<<var_vserver_mgmt_mask>>

Management subnet mask for Infrastructure
Vserver

<<var_oncommand_server_ip>>

IP address of the OnCommand Unified Manager

<<var_rule_index>>

Rule index number
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Variable Value
<<var_server_nfs_vlan_id>> NFS VLAN ID
<<var_nfs_lif02_ip>> NFS LIF 02 IP Address
<<var_nfs_lif01_ip>> NFS LIF 01 IP Address

Physical Infrastructure

FlexPod Cabling

The information in this section is provided as a reference for cabling the physical equipment in a FlexPod
environment. To simplify cabling requirements, the tables include both local and remote device and port
locations.

The tables in this section contain the details for the prescribed and supported configuration of the NetApp
AFF8060 running clustered Data ONTAP 8.3.1.

# Data ONTAP 8.3.1. is the minimum supported version for the AFF8060. For any modifications of this pre-
scribed architecture, consult the NetApp Interoperability Matrix Tool (IMT).

This document assumes that out-of-band management ports are plugged into an existing management
infrastructure at the deployment site. These interfaces will be used in various configuration steps

Be sure to follow the cabling directions in this section. Failure to do so will result in necessary changes to the
deployment procedures that follow because specific port locations are mentioned.

Figure 2 shows a cabling diagram for a FlexPod configuration using the Cisco Nexus 9000 and NetApp
storage systems with clustered Data ONTAP. The NetApp storage controller and disk shelves should be
connected according to best practices for the specific storage controller and disk shelves. For disk shelf
cabling, refer to the Universal SAS and ACP Cabling Guide:

https://library.netapp.com/ecm/ecm_get file/ECMM1280392.



http://support.netapp.com/matrix/mtx/login.do
https://library.netapp.com/ecm/ecm_get_file/ECMM1280392

Deployment Hardware and Software

Figure 2 FlexPo
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Table 5 through Table 13 provide the details of all the connections in use.

Table 5 Cisco Nexus 9372-A Cabling Information

Local Device Local Port Connection Remote Device Remote
Port
Cisco Nexus 9372 A Eth1/1 10GbE NetApp Controller 1 ele
Eth1/2 10GbE NetApp Controller 2 eOe
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Local Device Local Port Connection Remote Device Remote
Port
Eth1/11 10GbE Cisco UCS fabric interconnect A Eth1/19
Eth1/12 10GbE Cisco UCS fabric interconnect B Eth1/19
Eth1/17 10GbE Nexus 1110-X 1 Eth7
Eth1/18 10GbE Nexus 1110-X 2 Eth7
Eth1/49 40GbE Cisco Nexus 9372 B Eth1/49
Eth1/50 40GbE Cisco Nexus 9372 B Eth1/50
MGMTO GbE GbE management switch Any

# For devices requiring GbE connectivity, use the GbE Copper SFP+s (GLC-T=).

Table 6 Cisco Nexus 9372-B Cabling Information

Local Device Local Port Connection Remote Device Remote Port
Cisco Nexus 9372 B Eth1/1 10GbE NetApp Controller 1 eOg
Eth1/2 10GbE NetApp Controller 2 eOg
Eth1/11 10GbE Cisco UCS fabric interconnect A Eth1/20
Eth1/12 10GbE Cisco UCS fabric interconnect B Eth1/20
Eth1/17 10GbE Nexus 1110-X 1 Eth8
Eth1/18 10GbE Nexus 1110-X 2 Eth8
Eth1/49 40GbE Cisco Nexus 9372 A Eth1/49
Eth1/50 40GbE Cisco Nexus 9372 A Eth1/50
MGMTO GbE GbE management switch Any

Table 7 NetApp Controller-1 Cabling Information

Local Device Local Port Connection Remote Device Remote
Port
NetApp controller 1 eOM 100MbE T00MbE management switch Any
eOi GbE GbE management switch Any
eOP GbE SAS shelves ACP port
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Local Device Local Port Connection Remote Device Remote
Port
ela 10GbE NetApp Controller 2 ela
e0b 10GbE NetApp Controller 2 eOb
eOc 10GbE NetApp Controller 2 eOc
eld 10GbE NetApp Controller 2 e0d
ele 10GbE Cisco Nexus 9372 A Eth1/1
eOg 10GbE Cisco Nexus 9372 B Eth1/1

# When the term e0OM is used, the physical Ethernet port to which the table is referring is the port indicated

by a wrench icon on the rear of the chassis.

Table 8 NetApp Controller 2 Cabling Information

Local Device Local Port Connection Remote Device Remote
Port
NetApp controller 2 eOM 100MbE T00MbE management Any
switch

e0i GbE GbE management switch | Any
e0P GbE SAS shelves ACP port
ela 10GbE NetApp Controller 1 ela
elb 10GbE NetApp Controller 1 eOb
eOc 10GbE NetApp Controller 1 eOc
e0d 10GbE NetApp Controller 1 e0d
ele 10GbE Cisco Nexus 9372 A Eth1/2
eOg 10GbE Cisco Nexus 9372 B Eth1/2

Table 9 Cisco UCS Fabric Interconnect A Cabling Information

Local Device Local Port Connection Remote Device Remote
Port
Cisco UCS fabric interconnect A Eth1/19 10GbE Cisco Nexus 9372 A Eth1/11
Eth1/20 10GbE Cisco Nexus 9372 B Eth1/11
Eth1/25 10GbE Cisco UCS C-Series 1 Port 0
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Local Device Local Port Connection Remote Device Remote
Port
Eth1/27 10GbE Cisco UCS C-Series 2 Port O
Eth1/29 10GbE Cisco UCS C-Series 3 Port O
Eth1/31 10GbE Cisco UCS Chassis FEX A IOM 1/1
Eth1/32 10GbE Cisco UCS Chassis FEX A IOM 1/2
MGMTO GbE GbE management switch Any
L1 GbE Cisco UCS fabric interconnect B L1
L2 GbE Cisco UCS fabric interconnect B L2
Table 10 Cisco UCS Fabric Interconnect B Cabling Information
Local Device Local Port Connection Remote Device Remote
Port
Cisco UCS fabric interconnect B Eth1/19 10GbE Cisco Nexus 9372 A Eth1/12
Eth1/20 10GbE Cisco Nexus 9372 B Eth1/12
Eth1/25 10GbE Cisco UCS C-Series 1 Port 1
Eth1/27 10GbE Cisco UCS C-Series 2 Port 1
Eth1/29 10GbE Cisco UCS C-Series 3 Port 1
Eth1/31 10GbE Cisco UCS Chassis FEX B IOM 2/1
Eth1/32 10GbE Cisco UCS Chassis FEX B IOM 2/2
MGMTO GbE GbE management switch Any
L1 GbE Cisco UCS fabric interconnect B L1
L2 GbE Cisco UCS fabric interconnect B L2
Table 11 Cisco UCS C-Series 1
Local Device Local Port Connection Remote Device Remote
Port
Cisco UCS C-Series 1 Port O 10GbE Cisco UCS fabric interconnect A Eth1/25
Port 1 10GbE Cisco UCS fabric interconnect B Eth1/25
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Table 12 Cisco UCS C-Series 2
Local Device Local Port Connection Remote Device Remote
Port
Cisco UCS C-Series 2 Port O 10GbE Cisco UCS fabric interconnect A Eth1/27
Port 1 10GbE Cisco UCS fabric interconnect B Eth1/27
Table 13 Cisco UCS C-Series 3
Local Device Local Port Connection Remote Device Remote
Port
Cisco UCS C-Series 3 Port O 10GbE Cisco UCS fabric interconnect A Eth1/29
Port 1 10GbE Cisco UCS fabric interconnect B Eth1/29
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Network Switch Configuration
I ————————————

The following section provides a detailed procedure for configuring the Cisco Nexus 9000s for use in a
FlexPod environment. Follow these steps precisely because failure to do so could result in an improper
configuration.

Physical Connectivity

Follow the physical connectivity guidelines for FlexPod as covered in the section
Error! Reference source not found.FlexPod Cisco Nexus Base

The following procedures describe how to configure the Cisco Nexus switches for use in a base FlexPod
environment. This procedure assumes the use of Nexus 9000 7.0(3)I1(1a).

# The following procedure includes setup of NTP distribution on the In-Band Management VLAN. The inter-
face-vlan feature and ntp commands are used to set this up. This procedure also assumes the default VRF
will be used to route the In-Band Management VLAN.

Set Up Initial Configuration

Cisco Nexus 9372PX A

To set up the initial configuration for the Cisco Nexus A switch on <<var_nexus_A_hostname>>, complete
the following steps:

1. Configure the switch.

# On initial boot and connection to the serial or console port of the switch, the NX-OS setup should auto-
matically start and attempt to enter Power on Auto Provisioning.

Abort Power on Auto Provisioning and continue with normal setup?
(yes/no) [n]: yes

Do you want to enforce secure password standard (yes/no): yes
Enter the password for "admin": <<var password>>
Confirm the password for "admin": <<var password>>

Would you like to enter the basic configuration dialog (yes/no):
yes

Create another login account (yes/no) [n]: Enter
Configure read-only SNMP community string (yes/no) [n]: Enter

Configure read-write SNMP community string (yes/no) [n]: Enter
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Enter the switch name: <<var nexus A hostname>>

Continue with Out-of-band (mgmt0) management configuration?
(yes/no) [yl: Enter

MgmtO IPv4 address: <<var nexus A mgmt0 ip>>

MgmtO IPv4 netmask: <<var nexus A mgmt0 netmask>>

Configure the default gateway? (yes/no) [y]: Enter

IPv4 address of the default gateway: <<var nexus A mgmt0 gw>>
Configure advanced IP options? (yes/no) [n]: Enter

Enable the telnet service? (yes/no) [n]: Enter

Enable the ssh service? (yes/no) [y]: Enter

Type of ssh key you would like to generate (dsa/rsa) [rsal: Enter
Number of rsa key bits <1024-2048> [1024]: Enter

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address: <<var global ntp server ip>>

Configure default interface layer (L3/L2) [L2]: Enter

Configure default switchport interface state (shut/noshut)
[noshut]: shut

Configure CoPP system profile (strict/moderate/lenient/dense/skip)
[strict]: Enter

Would you like to edit the configuration? (yes/no) [n]: Enter

2. Review the configuration summary before enabling the configuration.

Use this configuration and save it? (yes/no) [y]: Enter

Cisco Nexus 9372PX B

To set up the initial configuration for the Cisco Nexus B switch on <<var_nexus_B_hostname>>, complete
the following steps:

1. Configure the switch.

r.=

On initial boot and connection to the serial or console port of the switch, the NX-OS setup should auto-
matically start and attempt to enter Power on Auto Provisioning.

Abort Power on Auto Provisioning and continue with normal setup?
(yes/no) [n]: yes
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Do you want to enforce secure password standard (yes/no): yes
Enter the password for "admin": <<var password>>
Confirm the password for "admin": <<var password>>

Would you like to enter the basic configuration dialog (yes/no):
yes

Create another login account (yes/no) [n]: Enter
Configure read-only SNMP community string (yes/no) [n]: Enter
Configure read-write SNMP community string (yes/no) [n]: Enter
Enter the switch name: <<var nexus B hostname>>

Continue with Out-of-band (mgmt0O) management configuration?
(yes/no) [y]: Enter

MgmtO IPv4 address: <<var nexus B mgmt0 ip>>

MgmtO IPv4 netmask: <<var nexus B mgmtO netmask>>

Configure the default gateway? (yes/no) [y]: Enter

IPv4 address of the default gateway: <<var nexus B mgmt0 gw>>
Configure advanced IP options? (yes/no) [n]: Enter

Enable the telnet service? (yes/no) [n]: Enter

Enable the ssh service? (yes/no) [y]: Enter

Type of ssh key you would like to generate (dsa/rsa) [rsal: Enter
Number of rsa key bits <1024-2048> [1024]: Enter

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address: <<var global ntp server ip>>

Configure default interface layer (L3/L2) [L2]: Enter

Configure default switchport interface state (shut/noshut)
[noshut]: shut

Configure CoPP system profile (strict/moderate/lenient/dense/skip)
[strict]: Enter

Would you like to edit the configuration? (yes/no) [n]: Enter

2. Review the configuration summary before enabling the configuration.

Use this configuration and save it? (yes/no) [y]: Enter
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FlexPod Cisco Nexus Switch Configuration

Enable Licenses

Cisco Nexus 9372PX A and Cisco Nexus 9372PX B

To license the Cisco Nexus switches, complete the following steps:

1. Log in as admin.
2. Run the following commands:

config t

feature interface-vlan
feature lacp

feature vpc

feature 1ldp

Set Global Configurations

Cisco Nexus 9372PX A and Cisco Nexus 9372PX B

To set global configurations, complete the following step on both the switches:

1. Run the following commands to set global configurations:

spanning-tree port type network default

spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
port-channel load-balance src-dst l4port

ntp server <<var global ntp server ip>> use-vrf management
ntp master 3

ip route 0.0.0.0/0 <<var ib-mgmt-vlan gateway>>

copy run start

Create VLANSs

Cisco Nexus 9372PX A and Cisco Nexus 9372PX B

To create the necessary virtual local area networks (VLANs), complete the following step on both the
switches:

1. From the global configuration mode, run the following commands:
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vlan <<var ib-mgmt vlan id>>
name IB-MGMT-VLAN

exit

vlan <<var native vlan id>>
name Native-VLAN

exit

vlan <<var vmotion vlan id>>
name vMotion-VLAN

exit

vlan <<var vm-traffic vlan id>>
name VM-Traffic-VLAN

exit

vlan <<var nfs vlan id>>
name NFS-VLAN

exit

vlan <<var iscsi-a vlan id>>
name 1SCSI-A-VLAN

exit

vlan <<var iscsi-b vlan id>>
name iSCSI-B-VLAN

exit

vlan <<var packet-ctrl vlan id>>
name Packet-Ctrl-VLAN

exit
Add NTP Distribution Interface

Cisco Nexus 9372PX A

1. From the global configuration mode, run the following commands:

ntp source <<var switch a ntp ip>>

interface Vlan<<var ib-mgmt vlan id>>
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ip address <<var switch a ntp ip>>/<<var ib-
mgmt vlan netmask length>>

no shutdown
exit
Cisco Nexus 9372PX B
1. From the global configuration mode, run the following commands:
ntp source <<var switch b ntp ip>>
interface Vlan<<var ib-mgmt vlan id>>

ip address <<var switch b ntp ip>>/<<var ib-
mgmt vlan netmask length>>

no shutdown

exit
Add Individual Port Descriptions for Troubleshooting

Cisco Nexus 9372PX A

To add individual port descriptions for troubleshooting activity and verification for switch A, complete the
following step:

1. From the global configuration mode, run the following commands:

interface Ethl/1

description <<var node0Ol>>:e0e

exit

interface Ethl/2

description <<var node02>>:e0e

exit

interface Ethl/11

description <<var ucs clustername>>-a:1/19
exit

interface Ethl/12

description <<var ucs clustername>>-b:1/19
exit

interface Ethl/17
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description <<var nlll0-x>>-l:eth 7

exit

interface Ethl/18

description <<var nlll0-x>>-2:eth7

exit

interface Ethl/49

description <<var nexus B hostname>>:1/49
exit

interface Ethl/50

description <<var nexus B hostname>>:1/50
exit

Cisco Nexus 9372PX B

To add individual port descriptions for troubleshooting activity and verification for switch B, complete the
following step:

1. From the global configuration mode, run the following commands:

interface Ethl/1

description <<var node(0l>>:e0g

exit

interface Ethl/2

description <<var node(02>>:e0g

exit

interface Ethl/11

description <<var ucs clustername>>-a:1/20
exit

interface Ethl/12

description <<var ucs clustername>>-b:1/20
exit

interface Ethl/17

description <<var nlll0-x>>-l:eth 8

exit
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interface Ethl/18

description <<var nlll0-x>>-2:eth 8

exit

interface Ethl/49

description <<var nexus A hostname>>:1/49
exit

interface Ethl/50

description <<var nexus A hostname>>:1/50

exit
Create Port Channels

Cisco Nexus 9372PX A and Cisco Nexus 9372PX B

To create the necessary port channels between devices, complete the following step on both the switches:

1. From the global configuration mode, run the following commands:

interface Pol0

description vPC peer-link
exit

interface Ethl1/49-50
channel-group 10 mode active
no shutdown

exit

interface Poll

description <<var node01>>
exit

interface Ethl/1
channel-group 11 mode active
no shutdown

exit

interface Pol2

description <<var node(02>>
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exit

interface Ethl/2
channel-group 12 mode active
no shutdown

exit

interface Polll

description <<var ucs_ clustername>>-a
exit

interface Ethl/11
channel-group 111 mode active
no shutdown

exit

interface Poll2

description <<var ucs_ clustername>>-Db
exit

interface Ethl/12
channel-group 112 mode active
no shutdown

exit

interface Poll7

description <<var nlll0-x>>-1
exit

interface Ethl/17
channel-group 117 mode active
no shutdown

exit

interface Poll8

description <<var nlll0-x>>-2

exit
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interface Ethl/18
channel-group 118 mode active
no shutdown

exit

copy run start

Configure Port Channel Parameters

Cisco Nexus 9372PX A and Cisco Nexus 9372PX B

To configure port channel parameters, complete the following step on both the switches:

1. From the global configuration mode, run the following commands:

interface Pol0
switchport mode trunk
switchport trunk native vlan 2

switchport trunk allowed vlan <<var ib-mgmt vlan id>>,
<<var nfs vlan id>>, <<var vmotion vlan id>>, <<var vm-
traffic vlan id>>, <<var iscsi-a vlan id>>, <<var iscsi-
b vlan id>>, <<var packet-ctrl vlan id>>

spanning-tree port type network
exit

interface Poll

switchport mode trunk
switchport trunk native vlan 2

switchport trunk allowed vlan <<var ib-mgmt vlan id>>,
<<var nfs vlan id>>, <<var iscsi-a vlan id>>, <<var iscsi-
b vlan id>>

spanning-tree port type edge trunk
mtu 9216

exit

interface Pol2

switchport mode trunk

switchport trunk native vlan 2
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switchport trunk allowed vlan <<var ib-mgmt vlan id>>,
<<var nfs vlan id>>, <<var iscsi-a vlan 1id>>, <<var iscsi-
b vlan id>>

spanning-tree port type edge trunk
mtu 9216

exit

interface Polll

switchport mode trunk

switchport trunk native vlan 2

switchport trunk allowed vlan <<var ib-mgmt vlan id>>,
<<var nfs vlan id>>, <<var vmotion vlan id>>, <<var vm-
traffic vlan id>>, <<var iscsi-a vlan id>>, <<var iscsi-b vlan id>>

spanning-tree port type edge trunk
mtu 9216

exit

interface Poll2

switchport mode trunk

switchport trunk native vlan 2

switchport trunk allowed vlan <<var ib-mgmt vlan id>>,
<<var nfs vlan id>>, <<var vmotion vlan id>>, <<var vm-
traffic vlan id>>, <<var iscsi-a vlan id>>, <<var iscsi-b vlan id>>

spanning-tree port type edge trunk
mtu 9216

exit

interface Poll7

switchport mode trunk

switchport trunk native vlan 2

switchport trunk allowed vlan <<var ib-mgmt vlan id>>,
<<var packet-ctrl vlan id>>

spanning-tree port type edge trunk
exit

interface PollS8
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switchport mode trunk
switchport trunk native vlan 2

switchport trunk allowed vlan <<var ib-mgmt vlan id>>,
<<var packet-ctrl vlan id>>

spanning-tree port type edge trunk
exit

copy run start

Configure Virtual Port Channels
Cisco Nexus 9372PX A
To configure virtual port channels (vPCs) for switch A, complete the following step:

1. From the global configuration mode, run the following commands:

vpc domain <<var nexus vpc domain id>>
role priority 10

peer-keepalive destination <<var nexus B mgmtO ip>> source
<<var nexus A mgmt0 ip>>

peer-switch
peer—-gateway
auto-recovery
delay restore 150
exit

interface Pol0
vpc peer-1link
exit

interface Poll
vpc 11

exit

interface Pol2
vpc 12

exit

interface Polll
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vpc 111

exit

interface Poll?2
vpc 112

exit

interface Poll7
vpc 117

exit

interface Poll8
vpc 118

exit

copy run start

Cisco Nexus 9372PX B

To configure vPCs for switch B, complete the following step:

1. From the global configuration mode, run the following commands.

vpc domain <<var nexus vpc domain id>>
role priority 20

peer-keepalive destination <<var nexus A mgmt0 ip>> source
<<var nexus B mgmt0 ip>>

peer-switch
peer—-gateway
auto-recovery
delay restore 150
exit

interface Pol0
vpc peer-link
exit

interface Poll
vpc 11

exit
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interface Pol2
vpc 12

exit

interface Polll
vec 111

exit

interface Poll2
vpc 112

exit

interface Poll7
vec 117

exit

interface PollS8
vpc 118

exit

copy run start

Uplink into Existing Network Infrastructure

Depending on the available network infrastructure, several methods and features can be used to uplink the
FlexPod environment. If an existing Cisco Nexus environment is present, NetApp recommends using vPCs to
uplink the Cisco Nexus 9372PX switches included in the FlexPod environment into the infrastructure. The
previously described procedures can be used to create an uplink vPC to the existing environment. Make sure
to run copy run start to save the configuration on each switch after the configuration is completed.
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Controller AFF80XX Series

Refer to the Site Requirements Guide for planning the physical location of the storage systems. From the
downloaded guide, refer the following sections:

e Site Preparation
e System Connectivity Requirements

e Circuit Breaker, Power Outlet Balancing, System Cabinet Power Cord Plugs, and Console Pinout
Requirements

e 80xx Series Systems

NetApp Hardware Universe

The NetApp Hardware Universe application provides supported hardware and software components for the
specific Data ONTAP version. It provides configuration information for all the NetApp storage appliances
currently supported by the Data ONTAP software. It also provides a table of component compatibilities.

1. Confirm that the hardware and software components are supported with the version of Data ONTAP

that you plan to install by using the NetApp Hardware Universe (HWU) application at the NetApp
Support site.

2. Access the HWU application to view the System Configuration guides. Click the “Controllers” tab to
view the compatibility between Data ONTAP software versions and NetApp storage appliances with
the desired specifications.

3. Alternatively, to compare components by storage appliance, click “Compare Storage Systems.”

Controllers

Follow the physical installation procedures for the controllers. These procedures can be found in the
AFF8000 Series product documentation at the NetApp Support site.

Disk Shelves

NetApp storage systems support a wide variety of disk shelves and disk drives. The complete list of disk
shelves that are supported with AFF 80xx is available at the NetApp Support site.

When using SAS disk shelves with NetApp storage controllers, refer to the SAS Disk Shelves Universal SAS
and ACP Cabling Guide for proper cabling guidelines.
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Clustered Data ONTAP 8.3.1

Complete the Configuration Worksheet

Before running the setup script, complete the cluster setup worksheet from the Clustered Data ONTAP 8.3
Software Setup Guide. You must have access to the NetApp Support site to open the cluster setup
worksheet.

Configure Clustered Data ONTAP Nodes

Before running the setup script, review the configuration worksheets in the Clustered Data ONTAP 8.3
Software Setup Guide to learn about the information required to configure clustered Data ONTAP. Table 14
lists the information that you will need to configure two clustered Data ONTAP nodes. You should customize
the cluster detail values with the information that is applicable to your deployment.

Table 14 Clustered Data ONTAP Software Installation Prerequisites

Cluster Detail Cluster Detail Value

Cluster NodeO1 IP address <<var node0l mgmt ip>>
Cluster Node01 netmask <<var node0l mgmt mask>>
Cluster Node0O1 gateway <<var node0l mgmt gateway>>
Cluster Node02 IP address <<var node02 mgmt ip>>
Cluster Node02 netmask <<var node(02 mgmt mask>>
Cluster Node02 gateway <<var node02 mgmt gateway>>
Data ONTAP 8.3.1 URL <<var_url boot software>>

Configure Node 01

To configure node 01, complete the following steps:

1. Connect to the storage system console port. You should see a Loader-A prompt. However, if the
storage system is in a reboot loop, press Ctrl-C to exit the autoboot loop when you see this mes-
sage:

Starting AUTOBOOT press Ctrl-C to abort

2. Allow the system to boot up.

autoboot

3. Press Ctrl-C when prompted.


https://library.netapp.com/ecm/ecm_download_file/ECMP1654308
https://library.netapp.com/ecm/ecm_download_file/ECMP1654308
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If Data ONTAP 8.3.1 is not the version of software being booted, continue with the following steps to install
new software. If Data ONTAP 8.3.1 is the version being booted, select option 8 and y (Yes) to reboot the
node, then continue with step 14.

4. To install new software, select option 7.

5. Enter y (Yes) to perform an upgrade.

Yy
6. Select eOM for the network port you want to use for the download.
eOM

7. Enter y (Yes) to reboot now.

Yy

8. After reboot, enter the IP address, netmask, and default gateway for eOM in their respective places.

<<var nodeOl mgmt ip>> <<var node0l mgmt mask>>
<<var node(Ol mgmt gateway>>

9. Enter the URL where the software can be found.

This web server must be pingable.

<<var url boot software>>

10. Press Enter for the user name, indicating no user name.

Enter

11. Enter v (Yes) to set the newly installed software as the default to be used for subsequent reboots.

y

12. Enter v (Yes) to reboot the node.

Yy

When installing new software, the system might perform firmware upgrades to the BIOS and adapter
cards, causing reboots and possible stops at the Loader-A prompt. If these actions occur, the system
might deviate from this procedure.

13. Press Ctrl-C when you see this message:

Press Ctrl-C for Boot Menu
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14. Select option 4 for Clean Configuration and Initialize All Disks.
4

15. Enter v (Yes) to zero disks, reset config, and install a new file system.

Yy

16. Enter v (Yes) to erase all the data on the disks.

Y

£

The initialization and creation of the root volume can take 90 minutes or more to complete, depending on
the number of disks attached. After initialization is complete, the storage system reboots. You can continue
with the node 02 configuration while the disks for node 01 are zeroing.

Configure Node 02

To configure node 02, complete the following steps:

1. Connect to the storage system console port. You should see a Loader-A prompt. However, if the
storage system is in a reboot loop, press Ctrl-C to exit the autoboot loop when you see this mes-
sage:

Starting AUTOBOOT press Ctrl-C to abort..

2. Allow the system to boot up.

autoboot

3. Press Ctrl-C when prompted.

Ctrl-C

If Data ONTAP 8.3.1 is not the version of software being booted, continue with the following steps to install
new software. If Data ONTAP 8.3.1 is the version being booted, select option 8 and yes to reboot the
node. Then continue with step 14.

4. To install new software, select option 7.

5. Enter y (Yes) to perform a non-disruptive upgrade.

Yy
6. Select eOM for the network port you want to use for the download.
e(OM

7. Enter y (Yes) to reboot now.
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8. Enter the IP address, netmask, and default gateway for eOM in their respective places.

<<var node02 mgmt ip>> <<var node(02 mgmt mask>>
<<var node(02 mgmt gateway>>

9. Enter the URL where the software can be found.

# This web server must be pingable.

<<var url boot software>>

10. Press Enter for the user name, indicating no user name.

Enter

11. Enter y (Yes) to set the newly installed software as the default to be used for subsequent reboots.

y

12. Enter v (Yes) to reboot the node.

y

# When installing new software, the system might perform firmware upgrades to the BIOS and adapter
cards, causing reboots and possible stops at the Loader-A prompt. If these actions occur, the system
might deviate from this procedure.

13. Press Ctrl-C when you see this message:

Press Ctrl-C for Boot Menu

14. Select option 4 for Clean Configuration and Initialize All Disks.
4

15. Enter y (Yes) to zero disks, reset config, and install a new file system.

y

16. Enter v (Yes) to erase all the data on the disks.

y

# The initialization and creation of the root volume can take 90 minutes or more to complete, depending on
the number of disks attached. When initialization is complete, the storage system reboots.
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Set Up Node

From a console port program attached to the storage controller A (node 01) console port, run the node
setup script. This script appears when Data ONTAP 8.3.1 boots on the node for the first time.

1. Follow the prompts to set up node 01.

Welcome to node setup.

You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the setup wizard.

Any changes you made before quitting will be saved.

To accept a default or omit a question, do not enter a value.

This system will send event messages and weekly reports to NetApp
Technical

Support.

To disable this feature, enter "autosupport modify -support
disable" within 24

hours.

Enabling AutoSupport can significantly speed problem determination
and

resolution should a problem occur on your system.
For further information on AutoSupport, see:

http://support.netapp.com/autosupport/

Type yes to confirm and continue {yes}: yes

Enter the node management interface port [e0OM]: Enter

Enter the node management interface IP address:
<<var node0Ol mgmt ip>>
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Enter the node management interface netmask:
<<var node(Ol mgmt mask>>

Enter the node management interface default gateway:
<<var node(Ol mgmt gateway>>

A node management interface on port eOM with IP address
<<var node0l mgmt ip>> has been created

This node has its management address assigned and is ready for
cluster setup.

To complete cluster setup after all nodes are ready, download and
run the System Setup utility from the NetApp Support Site and use
it to discover the configured nodes.

For System Setup, this node's management address is:
<<var node(Ol mgmt ip>>.

Alternatively, you can use the "cluster setup" command to configure
the cluster.

2. Press Enter and log in to the node with the admin user id and no password.
3. At the node command prompt, enter the following commands:

::> storage failover modify -mode ha

Mode set to HA. Reboot node to activate HA.

::> system node reboot

Warning: Are you sure you want to reboot node "localhost"? {yln}: vy

4. After reboot, set up the node with the preassigned values.

Welcome to node setup.

You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
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"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the setup wizard.

Any changes you made before quitting will be saved.

To accept a default or omit a question, do not enter a value.

Enter the node management interface port [e0OM]: Enter

Enter the node management interface IP address
[<<var nodeO0l mgmt ip>>]: Enter

Enter the node management interface netmask
[<<var nodeOl mgmt mask>>]: Enter

Enter the node management interface default gateway
[<<var nodeOl mgmt gateway>>]: Enter

This node has its management address assigned and is ready for
cluster setup.

To complete cluster setup after all nodes are ready, download and
run the System Setup utility from the NetApp Support Site and use
it to discover the configured nodes.

For System Setup, this node's management address is:
<<var node(Ol mgmt ip>>.

Alternatively, you can use the "cluster setup" command to configure
the cluster.

5. Log in to the node as the admin user and no password.
6. Repeat this procedure for storage cluster node 02.

Create Cluster on Node 01

In clustered Data ONTAP, the first node in the cluster performs the cluster create operation. All other nodes
perform a cluster join operation. The first node in the cluster is considered node 01.
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Table 15 Cluster create in Clustered Data ONTAP Prerequisites

Cluster Detail Cluster Detail Value

Cluster name <<var_ clustername>>

Clustered Data ONTAP base license <<var cluster base license key>>
Cluster management IP address <<var_clustermgmt ip>>

Cluster management netmask <<var clustermgmt mask>>

Cluster management port <<var_ clustermgmt port>>

Cluster management gateway <<var_clustermgmt gateway>>
Cluster node01 IP address <<var node0l mgmt ip>>

Cluster node01 netmask <<var node0l mgmt mask>>

Cluster node01 gateway <<var node0l mgmt gateway>>

7. Run the cluster setup command to start the Cluster Setup wizard.

cluster setup
Welcome to the cluster setup wizard.

You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.

You can return to cluster setup at any time by typing "cluster
setup".

To accept a default or omit a question, do not enter a value.

Do you want to create a new cluster or join an existing cluster?
{create, join}:

# If a login prompt appears instead of the Cluster Setup wizard, start the wizard by logging in by using the
factory default settings and then enter the cluster setup command.

To create a new cluster, complete the following steps:

1. Run the following command to create a new cluster:

create



Storage Configuration

2. Enter no for the single-node cluster option

Do you intend for this node to be used as a single node cluster?
{yes, no} [no]: no

3. Enter no for cluster network using network switches.

Will the cluster network be configured to use network switches?
[yes] :no

4. The system defaults are displayed. Enter yes to use the system defaults. Use the following prompts
to configure the cluster ports.

Existing cluster interface configuration found:

Port MTU IP Netmask

ela 9000 169.254.118.102 255.255.0.0

elc 9000 169.254.191.92 255.255.0.0

Do you want to use this configuration? {yes, no} [yes]: no

System Defaults:
Private cluster network ports [eOa,elc].
Cluster port MTU values will be set to 9000.

Cluster interface IP addresses will be automatically generated.

Do you want to use these defaults? {yes, no} [yes]: yes

# If 4 ports are being used for the switchless cluster interconnect, enter e0a, eOb, eOc, €0d for the private
cluster network ports above.

5. The steps to create a cluster are displayed.
Enter the cluster administrators (username “admin”) password:

<<var_ password>>
Retype the password: <<var password>>

It can take several minutes to create cluster interfaces...
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Step 1 of 5: Create a Cluster

You can type "back", "exit", or "help" at any question.

Enter the cluster name: <<var clustername>>
Enter the cluster base license key:

<<var cluster base license key>>

Creating cluster <<var clustername>>

Enter an additional license key []:<<var iscsi license>>

# The cluster is created. This can take a few minutes.

# For this validated architecture, NetApp recommends installing license keys for NetApp SnapRestore®,
NetApp FlexClone®, and NetApp SnapManager® Suite. In addition, install all required storage protocol li-
censes and all licenses that came with the AFF bundle. After you finish entering the license keys, press
Enter.

Enter the cluster management interface port [ele]: e0i
Enter the cluster management interface IP address:
<<var clustermgmt ip>>

Enter the cluster management interface netmask:

<<var_ clustermgmt mask>>

Enter the cluster management interface default gateway:
<<var clustermgmt gateway>>

6. Enter the DNS domain name.

Enter the DNS domain names:<<var dns domain name>>
Enter the name server IP addresses:<<var nameserver ip>>

# If you have more than one name server IP address, separate the IP addresses with a comma.

7. Set up the node.

Where is the controller located []:<<var node location>>
Enter the node management interface port [eOM]: eOM
Enter the node management interface IP address

[<<var nodeO0l mgmt ip>>]: Enter

Enter the node management interface netmask

[<<var node(0l mgmt mask>>]: Enter

Enter the node management interface default gateway
[<<var nodeOl mgmt gateway>>]: Enter
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The node management interface has been modified to use port e(OM
with IP address <<var node(Ol mgmt ip>>.

This system will send event messages and weekly reports to NetApp
Technical Support.

To disable this feature, enter "autosupport modify -support
disable" within 24 hours.

Enabling AutoSupport can significantly speed problem determination
and resolution should a problem occur on your system.

For further information on AutoSupport, please see:
http://support.netapp.com/autosupport/

Press enter to continue: Enter
Cluster "<<var clustername>>" has been created.

To complete cluster setup, you must join each additional node to
the cluster

by running "cluster setup" on each node.

Once all nodes have been joined to the cluster, see the Clustered
Data ONTAP

Software Setup Guide for information about additional system
configuration

tasks. You can find the Software Setup Guide on the NetApp Support
Site.

To complete system configuration, you can use either OnCommand
System Manager

or the Data ONTAP command-line interface.

To access OnCommand System Manager, point your web browser to the
cluster

management IP address (<<var clustermgmt ip>>).

To access the command-line interface, connect to the cluster
management

IP address (for example, ssh admin@<<var clustermgmt ip>>).
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<<var_ clustername>>::>

# The node management interface can be on the same subnet as the cluster management interface, or it
can be on a different subnet. In this document it is assumed to be on the same subnet.

Join Node 02 to Cluster

The first node in the cluster performs the cluster create operation. All other nodes perform a cluster
join operation. The first node in the cluster is considered node 01, and the node joining the cluster in this
example is node 02.

Table 16 Cluster join in Clustered Data ONTAP Prerequisites

Cluster Detail Cluster Detail Value

Cluster name <<var_ clustername>>

Cluster management IP address <<var_clustermgmt ip>>
Cluster node02 IP address <<var node02 mgmt ip>>
Cluster node02 netmask <<var node02 mgmt mask>>
Cluster node02 gateway <<var node02 mgmt gateway>>

To join node 02 to the existing cluster, complete the following steps:

1. If prompted, enter admin in the login prompt.

admin

2. Runthe cluster setup command to start the Cluster Setup wizard.

cluster setup

This node's storage failover partner is already a member of a
cluster.

Storage failover partners must be members of the same cluster.

The cluster setup wizard will default to the cluster join dialog.

Welcome to the cluster setup wizard.
You can enter the following commands at any time:
"help" or "?" - if you want to have a question clarified,

"back" - if you want to change previously answered questions, and
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"exit" or "quit" - if you want to quit the cluster setup wizard.
Any changes you made before quitting will be saved.

You can return to cluster setup at any time by typing "cluster
setup".

To accept a default or omit a question, do not enter a value.
Do you want to create a new cluster or join an existing cluster?

{join}:

# If a login prompt is displayed instead of the Cluster Setup wizard, start the wizard by logging in using the
factory default settings, and then enter the cluster setup command.

3. Run the following command to join a cluster:
join

4. Data ONTAP detects the existing cluster and agrees to join the same cluster. Follow the prompts to
join the cluster.

Existing cluster interface configuration found:

Port MTU IP Netmask

ela 9000 169.254.1.79 255.255.0.0

elc 9000 169.254.100.157 255.255.0.0

Do you want to use this configuration? {yes, no} [yes]: no

System Defaults:
Private cluster network ports [e0Oa,elc].
Cluster port MTU values will be set to 9000.

Cluster interface IP addresses will be automatically generated.

# If 4 ports are being used for the switchless cluster interconnect, enter e0a, e0b, e0c, e0d for the private
cluster network ports above.

Do you want to use these defaults? {yes, no} [yes]:Enter
It can take several minutes to create cluster interfaces...

5. The steps to join a cluster are displayed.

Step 1 of 3: Join an Existing Cluster
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You can type "back", "exit", or "help" at any gquestion.

Enter the name of the cluster you would like to join
[<<var clustername>>]:Enter
Joining cluster <<var clustername>>

Starting cluster support services

This node has joined the cluster <<var clustername>>.

Step 2 of 3: Configure Storage Failover (SFO)

You can type "back", "exit", or "help" at any question.

SFO 1s enabled.

Step 3 of 3: Set Up the Node

You can type "back", "exit", or "help" at any question.

Notice: HA is configured in management.

# The node should find the cluster name. The cluster joining can take a few minutes.

6. Set up the node.

Enter the node management interface port [eOM]: eOM

Enter the node management interface IP address

[<<var node02 mgmt ip>>]: Enter

Enter the node management interface netmask

[<<var node02 netmask>>]: Enter

Enter the node management interface default gateway

[<<var node02 gw>>]: Enter

The node management interface has been modified to use port eOM
with IP address <<var node(02 mgmt ip>>.
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This system will send event messages and weekly reports to NetApp
Technical Support.

To disable this feature, enter "autosupport modify -support
disable" within 24 hours.

Enabling AutoSupport can significantly speed problem determination
and resolution should a problem occur on your system.

For further information on AutoSupport, please see:
http://support.netapp.com/autosupport/

Press enter to continue: Enter

This node has been joined to cluster "<<var clustername>>".

To complete cluster setup, you must join each additional node to
the cluster

by running "cluster setup" on each node.

Once all nodes have been joined to the cluster, see the Clustered
Data ONTAP

Software Setup Guide for information about additional system
configuration

tasks. You can find the Software Setup Guide on the NetApp Support
Site.

To complete system configuration, you can use either OnCommand
System Manager

or the Data ONTAP command-line interface.

To access OnCommand System Manager, point your web browser to the
cluster

management IP address (<<var clustermgmt ip>>).

To access the command-line interface, connect to the cluster
management

IP address (for example, ssh admin@<<var clustermgmt ip>>).

# The node management interface can be on the same subnet as the cluster management interface, or it
can be on a different subnet. In this document it is assumed to be on the same subnet.
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Log In to the Cluster

To log in to the cluster, complete the following steps:

1. Open an SSH connection to either the cluster IP or host name.
2. Log in to the admin user with the password you provided earlier.

Zero All Spare Disks

To zero all spare disks in the cluster, complete the following step:

1. Run the following command:

disk zerospares

# Disk autoassign should have assigned half of the connected disks to each node in the HA pair. If a different
disk assignment is required, disk autoassignment must be disabled on both nodes in the HA pair by run-
ning the disk option modify command. Spare disks can then be moved from one node to another by run-
ning the disk removeowner and disk assign commands.

Set Onboard UTA2 Ports Personality

To set the personality of the onboard Unified Target Adapter 2 (UTA2), complete the following steps:
1. Verify the Current Mode and Current Type of the ports by running the ucadmin show command.

ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status

<<var node(01>>
Oe cna target - - online

<<var node(01>>
0f cna target - - online

<<var node01>>
Og cna target - - online

<<var node(01>>
Oh cna target - - online

<<var_node02>>
Oe cna target - - online

<<var node02>>

0f cna target - - online
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<<var node02>>

O0g cna target - - online
<<var node02>>

Oh cna target - - online
8 entries were displayed.

2. Verify that the Current Mode of all the ports in use is cna and the Current Type is set to target. If not,
change the port personality by running the following command:

ucadmin modify -node <home node of the port> -adapter <port name> -
mode cna -type target

# The ports must be offline to run this command. To take an adapter offline, run the fcp adapter modify
-node <home node of the port> -adapter <port name> -state down command. Ports must
be converted in pairs, for example, Oc and 0d, after which, a reboot is required, and the ports must be
brought back to the up state.

Set Auto-Revert on Cluster Management

To set the auto-revert parameter on the cluster management interface, complete the following step:

# The storage virtual machine (SVM) is referred to as Vserver (or vserver) in the GUIl and CLI.

1. Run the following command:

network interface modify -vserver <<var clustername>> -1if cluster mgmt -auto-
revert true
Set Up Management Broadcast Domain

To set up the default broadcast domain for management network interfaces, complete the following step:

1. Run the following commands:

broadcast-domain remove-ports —-broadcast-domain Default -ports
<<var node01l>>:ele,<<var node01>>:e0f,<<var node0l>>:e0g,<<var node
01>>:e0h,<<var node01>>:e0j,<<var node(0l>>:elk,<<var node0l>>:e01,<
<var node(02>>:e0e,<<var node02>>:e0f,<<var node02>>:e0g,<<var nodel
2>>:e0h,<<var node02>>:e0j,<<var node(2>>:elk,<<var node02>>:e01
broadcast-domain show

Set Up Service Processor Network Interface

To assign a static IPv4 address to the service processor on each node, complete the following step:

1. Run the following commands:
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system service-processor network modify —node <<var node(01l>> -
address—-family IPv4 -enable true -dhcp none —-ip-address

<<var node0Ol sp ip>> -netmask <<var node(Ol sp mask>> -gateway
<<var node0Ol sp gateway>>

system service-processor network modify —-node <<var node02>> -
address-family IPv4 -enable true -dhcp none -ip-address

<<var node02 sp ip>> -netmask <<var node02 sp mask>> —-gateway
<<var node02 sp gateway>>

£

The service processor IP addresses should be in the same subnet as the node management IP addresses.

Create Aggregates

An aggregate containing the root volume is created during the Data ONTAP setup process. To create
additional aggregates, determine the aggregate name, the node on which to create it, and the number of
disks it will contain.

To create new aggregates, complete the following steps:

1. Run the following commands:

aggr create -aggregate aggrl node0l -node <<var node0l>> -diskcount
<<var num disks>>

aggr create -aggregate aggrl node02 -node <<var node02>> -diskcount
<<var num disks>>

Retain at least one disk (select the largest disk) in the configuration as a spare. A best practice is to have
at least one spare for each disk type and size.

Start with five disks initially; you can add disks to an aggregate when additional storage is required. In an
AFF configuration with a small number of SSDS, it may be desirable to create an aggregate with all but one
remaining disk (spare) assigned to the controller.

The aggregate cannot be created until disk zeroing completes. Run the aggr show command to display
aggregate creation status. Do not proceed until both aggr1_node1 and aggr1_node2 are online.

2. Disable NetApp Snapshot® copies for the two data aggregates recently created.

node run <<var node0l>> aggr options aggrl nodeOl nosnap on

node run <<var node(02>> aggr options aggrl node(02 nosnap on
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3. Delete any existing Snapshot copies for the two data aggregates.

node run <<var node(0l>> snap delete -A -a -f aggrl node0l
node run <<var node(02>> snap delete -A -a —-f aggrl node02

4. Rename the root aggregate on node 01 to match the naming convention for this aggregate on node
02.

aggr show
aggr rename —-aggregate aggr(O —-newname <<var node(Ol rootaggrname>>

Verify Storage Failover

To confirm that storage failover is enabled, run the following commands for a failover pair:

1. Verify the status of storage failover.

storage failover show

# Both the nodes <<var node01>> and <<var node02>> must be capable of performing a takeover. Con-
tinue with step 3 if the nodes are capable of performing a takeover.

2. Enable failover on one of the two nodes.

storage failover modify -node <<var node0Ol>> -enabled true

# Enabling failover on one node enables it for both nodes.

3. Verify the HA status for a two-node cluster.

# This step is not applicable for clusters with more than two nodes.

cluster ha show

4. Continue with step 6 if high availability is configured.

5. Enable HA mode only for the two-node cluster.

# Do not run this command for clusters with more than two nodes because it will cause problems with failo-
ver.

cluster ha modify -configured true
Do you want to continue? {y|n}: y

6. Verify that hardware assist is correctly configured and, if needed, modify the partner IP address.

storage failover hwassist show
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storage failover modify —-hwassist-partner-ip <<var node(02 mgmt ip>>
-node <<var node(01>>

storage failover modify -hwassist-partner-ip <<var nodeOl mgmt ip>>
-node <<var node(02>>

Disable Flow Control on UTA2 Ports

NetApp recommends disabling flow control on all of the 10GbE and UTA2 ports that are connected to
external devices. To disable flow control, complete the following steps:

1. Run the following commands to configure node 01:

network port modify -node <<var node(Ol>> -port
ela, elb,e0c,e0d,ele,e0f,el0g,e0h -flowcontrol-admin none

Warning: Changing the network port settings will cause a several
second interruption in carrier.

Do you want to continue? {y|n}: y

2. Run the following commands to configure node 02:

network port modify -node <<var node(02>> -port
ela,e0b,elc,e0d,ele,e0f,e0g,e0h —-flowcontrol-admin none

Warning: Changing the network port settings will cause a several
second interruption in carrier.

Do you want to continue? {y|n}: vy

network port show —-fields flowcontrol-admin

Disable Unused FcoE Ports

Unused data FCoE ports on active interfaces should be disabled. To disable these ports, complete the
following step:

1. Run the following commands:

fcp adapter modify -node <<var node(0l>> -adapter 0Oe -state down
fcp adapter modify -node <<var node(0l>> -adapter Og —-state down
fcp adapter modify -node <<var node(02>> -adapter Oe —-state down
fcp adapter modify -node <<var node(02>> -adapter Og —-state down

fcp adapter show —-fields state

Configure NTP

To configure time synchronization on the cluster, complete the following steps:
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1. To set the time zone for the cluster, run the following command:

timezone <<var timezone>>

# For example, in the eastern United States, the time zone is America/New York.

2. To set the date for the cluster, run the following command:

date <ccyymmddhhmm.ss>

# The format for the date is < [Century] [Year] [Month] [Day] [Hour] [Minute] . [Second]>; for exam-
ple, 201309081735.17

3. Configure the Network Time Protocol (NTP) servers for the cluster.

cluster time-service ntp server create -server
<<var_ switch a ntp ip>>

cluster time-service ntp server create -server

<<var switch b ntp ip>>

Configure SNMP

To configure SNMP, complete the following steps:

1. Configure SNMP basic information, such as the location and contact. When polled, this information is
visible as the syslLocation and sysContact variables in SNMP.

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on

2. Configure SNMP traps to send to remote hosts, such as a DFM server or another fault management
system.

snmp traphost add <<var oncommand server fqgdn>>

Configure SNMPv1 Access

To configure SNMPv1 access, complete the following step:

1. Set the shared secret plain-text password, which is called a community.

snmp community add ro <<var snmp community>>
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Create SNMPv3 User

SNMPv3 requires that a user be defined and configured for authentication. To create and configure a user
for SNMPv3, complete the following steps:

1. Create a user called snmpv3user.

security login create -username snmpv3user -authmethod usm -
application snmp

2. Enter the authoritative entity's engine ID and select md5 as the authentication protocol.

3. Run the security snmpusers command to view the engine ID.

4. When prompted, enter an eight-character minimum-length password for the authentication protocol.
5. Select des as the privacy protocol.

6. When prompted, enter an eight-character minimum-length password for the privacy protocol.

Configure AutoSupport

AutoSupport sends support summary information to NetApp through HTTPS. To configure AutoSupport,
complete the following step:

1. Run the following command:

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var storage admin email>>

Enable Cisco Discovery Protocol

To enable Cisco Discovery Protocol (CDP) on the NetApp storage controllers, complete the following step:

r.=

To be effective, CDP must also be enabled on directly connected networking equipment such as switches
and routers.

2. Run the following command to enable CDP on Data ONTAP:

node run -node * options cdpd.enable on

Create Jumbo Frame MTU Broadcast Domains in Clustered Data ONTAP

To create a data broadcast domain with an MTU of 9000, complete the following step:

1. Run the following commands to create a broadcast domain on Data ONTAP:

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000
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Create Interface Groups

To create the LACP interface groups for the 10GbE data interfaces, complete the following step:

1. Run the following commands to create the LACP interface groups:

ifgrp create -node <<var node0l>> -ifgrp ala -distr-func port -mode
multimode lacp

ifgrp add-port -node <<var node0l>> -ifgrp ala -port ele

ifgrp add-port -node <<var node0l>> -ifgrp ala -port e0lg

ifgrp create -node <<var node02>> -ifgrp ala -distr-func port -mode
multimode lacp

ifgrp add-port -node <<var node(02>> -ifgrp ala -port ele

ifgrp add-port -node <<var node(02>> -ifgrp ala -port elg

ifgrp show

Create VLANSs

To create VLANs, complete the following steps:

1. Create NFS VLAN ports and add them to the data broadcast domain.

network port modify —node <<var node(0l>> -port ala -mtu 9000
network port modify -node <<var node02>> -port ala —-mtu 9000

network port vlan create -node <<var node(0l>> -vlan-name a0Oa-
<<var nfs vlan id>>
network port vlan create -node <<var node(02>> -vlan-name ala-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var node0l>>:ala-<<var nfs vlan id>>, <<var node(02>>:ala-
<<var nfs vlan id>>

2. Create iSCSI VLAN ports and add them to the data broadcast domain.

network port vlan create -node <<var node(0l>> -vlan-name a0Oa-
<<var iscsi vlan A id>>
network port vlan create -node <<var node(0l>> -vlan-name a0Oa-
<<var iscsi vlan B id>>
network port vlan create -node <<var node(02>> -vlan-name a0Oa-
<<var iscsi vlan A id>>
network port vlan create -node <<var node(02>> -vlan-name ala-
<<var iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var node0l>>:ala-<<var iscsi vlan A id>>,<<var node02>>:ala-
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<<var iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var node0l>>:ala-<<var iscsi vlan B id>>,<<var node02>>:ala-
<<var iscsi vlan B id>>

Create Storage Virtual Machine

To create an infrastructure storage virtual machine (SVM, formerly known as Vserver), complete the
following steps:

# The storage virtual machine (SVM) is referred to as a Vserver (or vserver) in the GUI and CLI.

1. Run the vserver create command

vserver create -vserver Infra-SVM -rootvolume rootvol —aggregate
aggrl node0l -rootvolume-security-style unix

2. Select the SVM data protocols to configure, keeping nfs and iscsi.

vserver remove-protocols -vserver Infra-SVM -protocols
fcp,cifs, ndmp

3. Add the two data aggregates to the Infra-SVM aggregate list for NetApp Virtual Storage Console
(VSC).

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeOl,aggrl node02
4. Enable and run the NFS protocol in the Infra-SVM.

nfs create -vserver Infra-SVM -udp disabled

5. Turn on the SVM vstorage parameter for the NetApp NFS VAAI plugin.

vserver nfs modify -vserver Infra-SVM -vstorage enabled

vserver nfs show

Create Load-Sharing Mirrors of SVM Root Volume

To create a load-sharing mirror of an SVM root volume, complete the following steps:

1. Create a volume to be the load-sharing mirror of the infrastructure SVM root volume on each node.

volume create -vserver Infra-SVM -volume rootvol m0l -aggregate
aggrl node0Ol -size 1GB —-type DP
volume create -vserver Infra-SVM -volume rootvol m0O2 -aggregate
aggrl node02 -size 1GB —type DP

2. Create a job schedule to update the root volume mirror relationships every 15 minutes.

job schedule interval create -name 15min -minutes 15

3. Create the mirroring relationships.
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snapmirror create -source-path //Infra-SVM/rootvol -destination-
path //Infra-SVM/rootvol m0l -type LS -schedule 15min

snapmirror create -source-path //Infra-SVM/rootvol -destination-
path //Infra-SvM/rootvol m02 -type LS -schedule 15min

4. Initialize the mirroring relationship.

snapmirror initialize-ls-set -source-path //Infra-SVM/rootvol
snapmirror show

Create iSCSI Service

To create the iSCSI service, complete the following step:

1. Create the iSCSI service on each SVM. This command also starts the iSCSI service and sets the
iSCSI IQN for the SVM.

iscsi create -vserver Infra-SvVM
iscsi show

Configure HTTPS Access

To configure secure access to the storage controller, complete the following steps:

1. Increase the privilege level to access the certificate commands.

set -privilege diag
Do you want to continue? {y|n}: y

2. Generally, a self-signed certificate is already in place. Verify the certificate by running the following
command:

security certificate show

3. For each SVM shown, the certificate common name should match the DNS FQDN of the SVM. The
four default certificates should be deleted and replaced by either self-signed certificates or certifi-
cates from a Certificate Authority (CA) To delete the default certificates, run the following com-
mands:

# Deleting expired certificates before creating new certificates is a best practice. Run the security cer-
tificate delete command to delete expired certificates. In the following command, use TAB comple-
tion to select and delete each default certificate.

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-
name Infra-SVM -ca Infra-SVM -type server -serial 552429A6
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4. To generate and install self-signed certificates, run the following commands as one-time commands.
Generate a server certificate for Infra-SVM and the cluster SVM. Use TAB completion to aid in the
completion of these commands.

security certificate create [TAB]

Example: security certificate create -common-name infra-
svm.ciscorobo.com -type server -size 2048 -country US -state
"California"™ -locality "San Jose" -organization "Cisco" -unit "UCS"
—email-addr "abc@cisco.com" -expire-days 365 -protocol SSL -hash-
function SHA256 -vserver Infra-SVM

5. To obtain the values for the parameters that would be required in step 6, run the security cer-
tificate show command.

6. Enable each certificate that was just created by using the —server-enabled true and —client-
enabled false parameters. Use TAB completion to aid in the completion of these commands.

security ssl modify [TAB]

Example: security ssl modify -vserver clus -server-enabled true -
client-enabled false -ca clus.ciscorobo.com -serial 55243646 -
common-name clus.ciscorobo.com

7. Configure and enable SSL and HTTPS access and disable HTTP access.

system services web modify -external true -sslv3-enabled true

Warning: Modifying the cluster configuration will cause pending web
service requests to be

interrupted as the web servers are restarted.
Do you want to continue {y|n}: vy

system services firewall policy delete -policy mgmt -service http -
vserver <<var clustername>>

8. Itis normal for some of these commands to return an error message stating that the entry does not
exist.

9. Change back to the normal admin privilege level and set up the system to allow SVM logs to be
available by web.

set —-privilege admin

vserver services web modify —-name spilontapi|compat -vserver * -
enabled true

Configure NFSv3

To configure NFSv3 on the SVM, complete the following steps:
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1. Create a new rule for each ESXi host in the default export policy. Assign a rule for each ESXi host
created so that each host has its own rule index. For example, the first ESXi host has rule index 1,
the second ESXi host has rule index 2, and so on.

vserver export-policy rule create -vserver Infra-SVM -policyname
default -ruleindex 1 —-protocol nfs -clientmatch

<<var esxi hostl nfs ip>> -rorule sys —-rwrule sys -superuser sys -
allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname
default -ruleindex 2 -protocol nfs -clientmatch

<<var esxi host2 nfs ip>> -rorule sys —-rwrule sys -superuser sys -
allow-suid false

vserver export-policy rule show

2. Assign the FlexPod export policy to the infrastructure SVM root volume.

volume modify -vserver Infra-SVM -volume rootvol -policy default

Create FlexVol Volumes

The following information is required to create a FlexVol volume:
e Volume name
e Volume size
e Aggregate on which the volume exists

To create a NetApp FlexVol® volume, complete the following step:

1. Run the following commands:

volume create -vserver Infra-SVM -volume infra datastore 1 -
aggregate aggrl node02 -size 500GB -state online -policy default
junction-path /infra datastore 1 -space-guarantee none -percent-
snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate
aggrl node(Ol -size 100GB -state online -policy default -junction-
path /infra swap -space-guarantee none -percent-snapshot-space 0 -
snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate
aggrl node0l -size 100GB -state online -policy default -space-
guarantee none -percent-snapshot-space 0

snapmirror update-ls-set -source-path //Infra-SVM/rootvol
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Create Boot LUNs

To create two boot LUNs, complete the following step:

1. Run the following commands:

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-0l1 -size 15GB
-ostype vmware -space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-02 -size 15GB
-ostype vmware -space-reserve disabled

Schedule Deduplication

On NetApp All Flash FAS systems, deduplication is enabled by default. To schedule deduplication, complete
the following steps:

1. After the volumes are created, assign a once a day dedup schedule to esxi_boot:

efficiency modify -vserver Infra-SVM -volume esxi boot -schedule sun-sat@O

2. Create the Always_On_Deduplication efficiency policy:

cron create -name lmin -minute
0,1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,23,24,25,26,27,28,29,3
0,31,32,33,34,35,36,37,38,39,40,41,42,43,44,45,46,47,48,48,50,51,52,53,54,55,56,5
7,58,59

efficiency policy create -vserver Infra-SVM -policy Always On Deduplication -type
scheduled -schedule 1lmin -gos-policy background -enabled true

3. Optionally, assign the Always_On_Deduplication policy to infra_datastore_1:

efficiency modify -vserver Infra-SVM -volume infr datastore 1 -policy Always-On-
Deduplication

4. If you do not want to assign Always On Deduplication to infra_datastore_1, assign the once a day
deduplication schedule:

efficiency modify -vserver Infra-SVM -volume infra datastore 1 -schedule sun-
sat@o

Create iSCSI LIFs

To create four iISCSI LIFs (two on each node), complete the following step:

1. Run the following commands:

network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role
data -data-protocol iscsi -home-node <<var node(0l>> -home-port ala-
<<var iscsi vlan A id>> -address <<var node(Ol iscsi 1if0Ola ip>> -
netmask <<var node0Ol iscsi 1if0Ola mask>> —-status-admin up -
failover-policy disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0Olb -role
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data -data-protocol iscsi -home-node <<var node(0l>> -home-port ala-
<<var iscsi vlan B id>> -address <<var nodeOl iscsi 1if0lb ip>> -
netmask <<var node0l iscsi 1ifOlb mask>> ~status-admin up —
failover- pollcy disabled -firewall- -policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role
data -data-protocol iscsi -home-node <<var node(02>> -home-port ala-
<<var iscsi vlan A id>> -address <<var node02 iscsi 1if0Ola ip>> -
netmask <<var node02 iscsi 1if0Ola mask>> -status-admin up -
failover-policy disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role
data -data-protocol iscsi -home-node <<var node(02>> -home-port ala-
<<var iscsi vlan B id>> -address <<var node02 iscsi 1if0lb ip>> -
netmask <<var node02 iscsi 1if0Olb mask>> -status-admin up -
failover-policy disabled —-firewall-policy data —-auto-revert false

network interface show

Create NFS LIF

To create an NFS LIF, complete the following step:

1. Run the following commands:

network interface create -vserver Infra-SVM -1if nfs infra swap -
role data -data-protocol nfs -home-node <<var node(0l>> -home-port
ala-<<var nfs vlan id>> -address

<<var node01 nfs llf infra swap ip>> -netmask

<<var " node01 nfs llf infra swap mask>> -status-admin up —-failover-
pollcy broadcast-domain-wide -firewall- -policy data —auto-revert
true

network interface create -vserver Infra-SvM -1if

nfs infra datastore 1 -role data -data-protocol nfs -home-node
<<var node02>> -home-port ala-<<var nfs vlan id>> -address

<<var node02 nfs 1lif infra datastore 1 ip>> -netmask

<<var node02 nfs 1if infra datastore 1 mask>> -status-admin up -
failover-policy broadcast-domain-wide —-firewall-policy data —auto-
revert true

network interface show

# NetApp recommends creating a new LIF for each datastore.
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Add Infrastructure SVM Administrator

To add the infrastructure SVM administrator and SVM administration LIF in the out-of-band management
network, complete the following steps:

1. Run the following commands:

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none -home-node <<var node02>> -home-port e0i -
address <<var svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-
admin up -failover-policy broadcast-domain-wide —-firewall-policy
mgmt —auto-revert true

# The SVM management IP in this step should be in the same subnet as the storage cluster management IP.

2. Create a default route to allow the SVM management interface to reach the outside world.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 -
gateway <<var svm mgmt gateway>>

network route show

3. Set a password for the SVM vsadmin user and unlock the user.
security login password -username vsadmin -vserver Infra-SVM

Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM
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Cisco UCS Base Configuration

Perform Initial Setup of Cisco UCS 6248 Fabric Interconnect for FlexPod Environments

This section provides detailed procedures for configuring the Cisco Unified Computing System (Cisco UCS)
for use in a FlexPod environment. The steps are necessary to provision the Cisco UCS C-Series and B-
Series servers and should be followed precisely to avoid improper configuration.

Cisco UCS 6248 A

To configure the Cisco UCS for use in a FlexPod environment, complete the following steps:

1. Connect to the console port on the first Cisco UCS 6248 fabric interconnect.

Enter the configuration method: console

Enter the setup mode; setup newly or restore from
backup. (setup/restore)? setup

You have chosen to setup a new fabric interconnect? Continue?
(y/n): vy

Enforce strong passwords? (y/n) [yl: y
Enter the password for "admin": <<var password>>
Enter the same password for "admin": <<var password>>

Is this fabric interconnect part of a cluster (select 'no' for
standalone)? (yes/no) [n]: y

Which switch fabric (A|B): A

Enter the system name: <<var ucs clustername>>

Physical switch MgmtO IPv4 address: <<var ucsa mgmt ip>>
Physical switch MgmtO IPv4 netmask: <<var ucsa mgmt mask>>
IPv4 address of the default gateway: <<var ucsa mgmt gateway>>
Cluster IPv4 address: <<var ucs_cluster ip>>

Configure DNS Server IPv4 address? (yes/no) [nol: y

DNS IPv4 address: <<var nameserver ip>>

Configure the default domain name? y

Default domain name: <<var dns domain name>>
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Join centralized management environment (UCS Central)? (yes/no)
[n]: Enter

Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

2. Wait for the login prompt to make sure that the configuration has been saved.

Cisco UCS 6248 B

To configure the Cisco UCS for use in a FlexPod environment, complete the following steps:

1. Connect to the console port on the second Cisco UCS 6248 fabric interconnect.

Enter the configuration method: console

Installer has detected the presence of a peer Fabric
interconnect. This Fabric interconnect will be added to the
cluster. Continue (y|n)? vy

Enter the admin password for the peer fabric interconnect:
<<var_ password>>

Physical switch MgmtO IPv4 address: <<var ucsb mgmt ip>>

Apply and save the configuration (select 'no' if you want to re-
enter) ?

(yes/no): y

2. Wait for the login prompt to make sure that the configuration has been saved.

Cisco UCS Setup

Log in to Cisco UCS Manager

To log in to the Cisco Unified Computing System (UCS) environment, complete the following steps:

1. Open a web browser and navigate to the Cisco UCS 6248 fabric interconnect cluster address.
2. Click the Launch UCS Manager link to download the Cisco UCS Manager software.

3. If prompted to accept security certificates, accept as necessary.

4. When prompted, enter admin as the user name and enter the administrative password.

5. Click Login to log in to Cisco UCS Manager.

Upgrade Cisco UCS Manager Software to Version 2.2(5b)

This document assumes the use of Cisco UCS 2.2(5b). To upgrade the Cisco UCS Manager software and
the Cisco UCS 6248 Fabric Interconnect software to version 2.2(5b), refer to Cisco UCS Manager Install and

Upgrade Guides.


http://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
http://www.cisco.com/en/US/products/ps10281/prod_installation_guides_list.html
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Anonymous Reporting

To create anonymous reporting, complete the following steps:

1.

In the Anonymous Reporting window, select whether to send anonymous data to Cisco for improving
future products.

| JONG] Anonymous Reporting

Add Block of IP Addresses for Inband KVM Access

To create a block of IP addresses for in band server Keyboard, Video, Mouse (KVM) access in the Cisco UCS
environment, complete the following steps:

1.

2.

In Cisco UCS Manager, click the LAN tab in the navigation pane.
Select Pools > root > IP Pools.

Right-click IP Pools and select Create IP Pool.

Name the pool in-band-mgmt.

Click Next.

Click Add.

Enter the starting IP address of the block and the number of IP addresses required, and the subnet
and gateway information.

Click Next.

Click Finish to create the IP block.
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10. Click OK in the confirmation message.

Synchronize Cisco UCS to NTP

To synchronize the Cisco UCS environment to the NTP server, complete the following steps:

1.

2.

In Cisco UCS Manager, click the Admin tab in the navigation pane.

Select All > Timezone Management.

In the Properties pane, select the appropriate time zone in the Timezone menu.
Click Save Changes, and then click OK.

Click Add NTP Server.

Enter <<var_switch_a_ntp_ip>> and click OK.

Click Add NTP Server.

Enter <<var_switch_b_ntp_ip>> and click OK.

Click OK.

Edit Chassis Discovery Policy

Setting the discovery policy simplifies the addition of B-Series Cisco UCS chassis and of additional fabric
extenders for further C-Series connectivity. To modify the chassis discovery policy, complete the following

steps:

1.

In Cisco UCS Manager, click the Equipment tab in the navigation pane and select Equipment in the
list on the left.

In the right pane, click the Policies tab.

Under Global Policies, set the Chassis/FEX Discovery Policy to match the number of uplink ports that
are cabled between the chassis or fabric extenders (FEXes) and the fabric interconnects.

Set the Link Grouping Preference to Port Channel.
Click Save Changes.

Click OK.

Enable Server and Uplink Ports

To enable server and uplink ports, complete the following steps:

1.

2.

In Cisco UCS Manager, click the Equipment tab in the navigation pane.

Select Equipment > Fabric Interconnects > Fabric Interconnect A (primary) > Fixed Module.
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3. Expand Ethernet Ports.

4. Select the ports that are connected to the chassis, Cisco 2232 FEX (two per FEX), and direct connect
UCS C-Series servers, right-click them, and select “Configure as Server Port.”

5. Click Yes to confirm server ports and click OK.

6. Verify that the ports connected to the chassis, C-series servers and to the Cisco 2232 FEX are now
configured as server ports.

7. Select ports 19 and 20 that are connected to the Cisco Nexus switches, right-click them, and select
Configure as Uplink Port.

= Cisco Unified Computing System Manager - A06-6248

~Fault Y 4
g V A A HE £ New - | [ Options (i) Pending Activites | [G] Bxit
0 3 ] 0 »> BB Equipment * M Fabric Interconnects I Fat
Equipment | servers| Lan | 5an | vi | Admin | Fabric Tnterconnects | & 10 Mocuies | o Thermal | B8l ower | [ Fans | gy Installed Frmware | 7, Faults | 7% Events | & Performance |
Filter: Al - 14 =) | Filter| = Export iz Print
= = Name | Address [ IfRole [ If Type [ Overal Status Administrative State
Eéé Equipment = Fabric Interconnect A (subordinate)
o9 Chisssis 83 Fixed Module
% Rack-Mounts
[ER"=Tr<bric interconnects -l Part 1 00:2A:6A:68:3C:A8 Server Physical T Up + Enabled
I Fabric Interconnect A (subordinate) -l Port 2 00:2A:6A:68:3C:A8 Server Physical T Up + Enabled
I Fabric Interconnect B (primary) Sl Port 3 00:2A:6A:66:3C:AA Server Physical 1 up 1 Enabled
Ll Port 4 00:2A:6A:68:3C:AB Server Physical 1 Up 4 Enabled
Ll Port 15 00:2A:6A:68:3C:B6 Server Physical T Up 1 Enabled
i-llPort 16 00:24:6A:68:3C:87 Server Physical T Up 1 Enabled
llPort 27 00:2A:68:68:3C:C2 Netwark Physical T Uup 1 Enabled
“llPort 28 00:24:6A:68:3C:C3 Netwark Physical T Uup + Enabled

8. Click Yes to confirm uplink ports and click OK.
9. Select Equipment > Fabric Interconnects > Fabric Interconnect B (subordinate) > Fixed Module.
10. Expand Ethernet Ports.

11. Select the ports that are connected to the chassis, C-series servers or to the Cisco 2232 FEX (two
per FEX), right-click them, and select Configure as Server Port.

12. Click Yes to confirm server ports and click OK.

13. Select ports 19 and 20 that are connected to the Cisco Nexus switches, right-click them, and select
Configure as Uplink Port.

14. Click Yes to confirm the uplink ports and click OK.

Acknowledge Cisco UCS Chassis and FEX

To acknowledge all Cisco UCS chassis and external 2232 FEX modules, complete the following steps:

1. In Cisco UCS Manager, click the Equipment tab in the navigation pane.
2. Expand Chassis and select each chassis that is listed.

3. Right-click each chassis and select Acknowledge Chassis.
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Part Details
Power State Details
Connection Details

Power Control Details

Save Changes I stet‘.Va*Jes.I
‘Svsbem Time: 2012-07-26T710:47

4. Click Yes and then click OK to complete acknowledging the chassis.

| 8 Logged in 25 admin@®192.168.175.44

5. If the Nexus 2232 FEX is part of the configuration, expand Rack Mounts and FEX.

6. Right-click each FEX that is listed and select Acknowledge FEX.
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+ Cisco Unified Computing System Manager - icef1-ucl

D@unns| @ 0 [‘Pmdingmiqﬁﬁ I @e

>> G5B Equipment * & Rack-Mounks » B FEX » @Y FEX2
al | Fabric Ports | Backplane Ports | Fans | 10 Modules | PSUs | Connectivity Paiicy | Faults | Events | Fsm | Statistics

Status Details

Part Details

[ & Logged in a5 admin192.168.175.44 | [System Time: 2012-07-26T10:50

7. Click Yes and then click OK to complete acknowledging the FEX.

Create Uplink Port Channels to Cisco Nexus Switches

To configure the necessary port channels out of the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

& In this procedure, two port channels are created: one from fabric A to both Cisco Nexus switches and one
from fabric B to both Cisco Nexus switches.

2. Under LAN > LAN Cloud, expand the Fabric A tree.

3. Right-click Port Channels.

4. Select Create Port Channel.

5. Enter 13 as the unique ID of the port channel.

6. Enter vPC-13-Nexus as the name of the port channel.

7. Click Next.
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» Create Port Channel B3

Unified Computing System Manager

Create Port Channel Set Port Channel Name (?)
1. ' set Port Channel Name
2. D addparts
< Prev | Mext = I Finish Cancel
8. Select the following ports to be added to the port channel:

10.

11

12.

13.

14.

15.

16.

17.

18.

Slot ID 1 and port 19
Slot ID 1 and port 20

Click >> to add the ports to the port channel.

Click Finish to create the port channel.

. Click OK.

In the navigation pane, under LAN > LAN Cloud, expand the fabric B tree.
Right-click Port Channels.

Select Create Port Channel.

Enter 14 as the unique ID of the port channel.

Enter vPC-14-Nexus as the name of the port channel.

Click Next.

Select the following ports to be added to the port channel:

Slot ID 1 and port 19

Slot ID 1 and port 20



Server Configuration

19. Click >> to add the ports to the port channel.
20. Click Finish to create the port channel.
21. Click OK.

Create MAC Address Pools

To configure the necessary MAC address pools for the Cisco UCS environment, complete the following
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.

2. Select Pools > root.

# In this procedure, two MAC address pools are created, one for each switching fabric.

3. Right-click MAC Pools under the root organization.

4. Select Create MAC Pool to create the MAC address pool.
5. Enter MAC Pool A as the name of the MAC pool.

6. Optional: Enter a description for the MAC pool.

7. Click Next.

8. Click Add.

9. Specify a starting MAC address.

# For the FlexPod solution, the recommendation is to place 02 in the next-to-last octet of the starting MAC
address to identify all of the MAC addresses as fabric A addresses.

10. Specify a size for the MAC address pool that is sufficient to support the available blade or server re-

sources.
a Create a Block of MAC Addresses E3

Create a Block of MAC Addresses

First MAC Address: &l)]l]:zE:BS:l]?:l]A:l]l] Size: I 325:

To ensure uniqueness of MACs in the LAN Fabric, you are stronaly
encouraged to use the Following MAC prefix:
D25 B MK

[o]4 I Cancel
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11. Click OK.

12. Click Finish.

13. In the confirmation message, click OK.

14. Right-click MAC Pools under the root organization.

15. Select Create MAC Pool to create the MAC address pool.
16. Enter MAC_Pool B as the name of the MAC pool.

17. Optional: Enter a description for the MAC pool.

18. Click Next.

19. Click Add.

20. Specify a starting MAC address.

# For the FlexPod solution, it is recommended to place 0B in the next to last octet of the starting MAC ad-
dress to identify all the MAC addresses in this pool as fabric B addresses.

21. Specify a size for the MAC address pool that is sufficient to support the available blade or server re-
sources.

Create a Block of MAC Addresses

First MAC Address: &IJ]D:ZS:BS:UT:DB:DD Size: I 325:

To ensure uniqueness of MACs in the LAN Fabric, vou are strongly
encouraged ko use the Following MAC prefix:
D0:2 5:B5:HHIHHIHH

Ok I Cancel

22. Click OK.
23. Click Finish.
24. In the confirmation message, click OK.

Create IQN Pools for iSCSI Boot

To configure the necessary IQN pools for the Cisco UCS environment, complete the following steps.

1. In the UCS Manager, select the SAN tab on the left.
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2. Select Pools > root.

3. Right-click IQN Pools under the root organization.
4. Select Create IQN Suffix Pool to create the IQN pool.
5. Enter IQN Pool for the name of the IQN pool.

6. Optional: Enter a description for the IQN pool.

7. Enter ign.1992-08.com.cisco as the prefix

8. Select Sequential for Assignment Order.

9. Click Next.

10. Click Add.

11. Enter ucs-host as the suffix.

12. Enter 1 in the From field.

13. Specify a size of the IQN block sufficient to support the available server resources.

14. Click OK.

« Create a Block of IQN Suffixes

Create a Block of IQN Suffixes

Suffix: lucs-host

1
From: IJ1
0
Slze:l‘IJ 16
OK I Cancel
15. Click Finish.

16. In the message box that displays, click OK.

Create IP Pools for iSCSI Boot

These steps provide details for configuring the necessary IP pools iSCSI boot for the Cisco UCS
environment.

1. In Cisco UCS Manager, select the LAN tab on the left.
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2. Select Pools > root.

# Two IP pools are created, one for each switching fabric.

3. Right-click IP Pools under the root organization.

4. Select Create IP Pool to create the IP pool.

5. Enter iSCSI_IP Pool A for the name of the IP pool.

6. Optional: Enter a description of the IP pool.

7. Select Sequential for Assignment Order.

8. Click Next.

9. Click Add.

10. In the From field, enter the beginning of the range to assign as iSCSI IP addresses.
11. Set the size to enough addresses to accommodate the servers.
12. Click OK.

13. Click Finish.

14. Right-click IP Pools under the root organization.

15. Select Create IP Pool to create the IP pool.

16. Enter 1SCSI_IP Pool B for the name of the IP pool.

17. Optional: Enter a description of the IP pool.

18. Select Sequential for Assignment Order.

19. Click Next.

20. Click Add.

21. In the From field, enter the beginning of the range to assign as iSCSI IP addresses.
22. Set the size to enough addresses to accommodate the servers.
23. Click OK.

24, Click Finish.
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Create a Block of IP Addresses

From: 1192.168.235.1 Size: | 16
0] 0]
Subnet Mask: |255.255.255.0 Default Gateway: J0-0.0.0
Primary DNs: |0-0.0.0 Secondary DNS: |0.0.0.0

OK I Cancel

Create UUID Suffix Pool

To configure the necessary universally unique identifier (UUID) suffix pool for the Cisco UCS environment,
complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Pools > root.

3. Right-click UUID Suffix Pools.

4. Select Create UUID Suffix Pool.

5. Enter UUID Pool as the name of the UUID suffix pool.

6. Optional: Enter a description for the UUID suffix pool.

7. Keep the prefix at the derived option.

8. Click Next.

9. Click Add to add a block of UUIDs.

10. Keep the From field at the default setting.

11. Specify a size for the UUID block that is sufficient to support the available blade or server resources.
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Create a Block of UUID Suffixes

From: |0000-000000000001 Size:&) 32
| a4 I Cancel
12. Click OK.
13. Click Finish.
14. Click OK.

Create Server Pool

To configure the necessary server pool for the Cisco UCS environment, complete the following steps:

# Consider creating unique server pools to achieve the granularity that is required in your environment.

In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Pools > root.

3. Right-click Server Pools.

4. Select Create Server Pool.

5. Enter Infra Pool as the name of the server pool.

6. Optional: Enter a description for the server pool.

7. Click Next.

8. Select two (or more) servers to be used for the VMware management cluster and click >> to add
them to the Infra Pool server pool.

9. Click Finish.

10. Click OK.

Create VLANSs

To configure the necessary virtual local area networks (VLANSs) for the Cisco UCS environment, complete the
following steps:

1.

In Cisco UCS Manager, click the LAN tab in the navigation pane.
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& In this procedure, four unique VLANSs are created. See Table 2

2. Select LAN > LAN Cloud.

3. Right-click VLANSs.

4. Select Create VLANS.

5. Enter Native-VLAN as the name of the VLAN to be used as the native VLAN.
6. Keep the Common/Global option selected for the scope of the VLAN.

7. Enter the native VLAN ID.

8. Keep the Sharing Type as None.

9. Click OK, and then click OK again.

» Create VLANs

Create VLANs ©

Native-VLAN

<not set=

[

checkOverlap | [ ok | cancel

10. Expand the list of VLANs in the navigation pane, right-click the newly created Native-VLAN and se-
lect Set as Native VLAN.

11. Click Yes, and then click OK.
12. Right-click VLANS.

13. Select Create VLANS.
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14. Enter iSCSI-A-VLAN as the name of the VLAN to be used for the first iSCSI VLAN.
15. Keep the Common/Global option selected for the scope of the VLAN.
16. Enter the VLAN ID for the first iSCSI VLAN.

17. Click OK, then OK.

Create VLANs

ISCSI A-VLAN
i o

@) @

Check Cverlap [ QE ] Cancel

18. Right-click VLANSs.

19. Select Create VLANS.

20. Enter 1SCSI-B-VLAN as the name of the VLAN to be used for the second iSCSI VLAN.
21. Keep the Common/Global option selected for the scope of the VLAN.

22. Enter the VLAN ID for the second iSCSI VLAN.
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23.

Click OK, then OK.

Create VLANSs

iSCSI-B-VLAN

laheturong,| i w0

24.

25.

26.

27.

28.

29.

30.

31.

Right-click VLANSs.

Select Create VLANs

Enter IB-Mgmt as the name of the VLAN to be used for management traffic.
Keep the Common/Global option selected for the scope of the VLAN.

Enter the In-Band management VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Right-click VLANSs.
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32.

33.

34.

35.

36.

37

38.

39.

40.

41.

42.

43.

44,

45,

46.

47.

48.

49.

50.

51.

Select Create VLANSs.

Enter INFRA-NFS as the name of the VLAN to be used for NFS.

Keep the Common/Global option selected for the scope of the VLAN.
Enter the NFS VLAN ID.

Keep the Sharing Type as None.

. Click OK, and then click OK again.

Right-click VLANSs.

Select Create VLANS.

Enter vMotion as the name of the VLAN to be used for vMotion.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the vMotion VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Right-click VLANSs.

Select Create VLANSs.

Enter vM-Traffic as the name of the VLAN to be used for VM Traffic.
Keep the Common/Global option selected for the scope of the VLAN.
Enter the VM-Traffic VLAN ID.

Keep the Sharing Type as None.

Click OK, and then click OK again.

Create VLAN Group and Assign Inband Profile

A VLAN group is required in order to set up Inband KVM Access..

To create a VLAN group, complete the following steps:

1.

2.

3.

In Cisco UCS Manager, click the LAN tab in the navigation pane.
Select LAN > LAN Cloud.

Right-click VLAN Groups and select Create VLAN Group.
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4. Name the VLAN group FlexPod and select all VLANSs.

5. Select the radio button next to the Native-VLAN and click Next.

6. Click Next.

7. Select the two uplink port channels and use the >> button to add them to the VLAN group.
8. Click Finish.

9. Click OK.

10. Select LAN > LAN Cloud. Then select the Global Policies tab.

11. In the Inband Profile box, select the FlexPod VLAN Group, the IB-MGMT Network, and the in-band-
mgmt IP Pool Name.

12. Select Save Changes and OK.

» Cisco Unified Computing System Manager - ucs

[ Options | ® 0 | 0\, Pending Activities | [0] Exit
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Create Host Firmware Package

Firmware management policies allow the administrator to select the corresponding packages for a given
server configuration. These policies often include packages for adapter, BIOS, board controller, FC adapters,
host bus adapter (HBA) option ROM, and storage controller properties.

To create a firmware management policy for a given server configuration in the Cisco UCS environment,
complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Expand Host Firmware Packages.

4. Select default.

5. In the Actions pane, select Modify Package Versions.

6. Select the version 2.2(5b) for both the Blade and Rack Packages.

7. Click OK to modify the host firmware package.

I = Modify Package Yersions [ O]
i
Blade Package: EReis)s
Rack Package: Z2.2(ShiC -
Ik apply Cancel | Help |

Set Jumbo Frames in Cisco UCS Fabric

To configure jumbo frames and enable quality of service in the Cisco UCS fabric, complete the following
steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select LAN > LAN Cloud > QoS System Class.

3. In the right pane, click the General tab.
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4. On the Best Effort row, enter 9216 in the box under the MTU column.

5. Click Save Changes in the bottom of the window.

6. Click OK

+ Cisco Unified Computing System Manager - R9L01-6248
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Create Local Disk Configuration Policy (Optional)

A local disk configuration for the Cisco UCS environment is necessary if the servers in the environment do
not have a local disk.

ﬁ This policy should not be used on servers that contain local disks.

To create a local disk configuration policy, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click Local Disk Config Policies.

4. Select Create Local Disk Configuration Policy.

5. Enter isCSI-Boot as the local disk configuration policy name.

6. Change the mode to No Local Storage.
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7. Click OK to create the local disk configuration policy.

Create Local Disk Configuration Policy

Name: jiSCSI—Boot
[

Description:

U5 HNo Local Storage -
i

Flex Flash
Flex Flash State:  (+ Disable ¢ Enable

oK I Cancel

8. Click OK.

Create Network Control Policy for Cisco Discovery Protocol

To create a network control policy that enables Cisco Discovery Protocol (CDP) on virtual network ports,
complete the following steps:

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Policies > root.

3. Right-click Network Control Policies.

4. Select Create Network Control Policy.

5. Enter Enable CDP as the policy name.

6. For CDP, select the Enabled option.

7. Click OK to create the network control policy.
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I » Create Metwork Control Policy

Create Network Control Policy 7

Enable_CDP
—

ok I Zancel

8. Click OK.

Create Power Control Policy

To create a power control policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click Power Control Policies.

4. Select Create Power Control Policy.

5. Enter No-Power-Cap as the power control policy name.

6. Change the power capping setting to No Cap.

7. Click OK to create the power control policy.

8. Click OK.
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Create Power Control Policy

MName: |Mo-Power-Cap
Il

Description:

Power Capping

If you choose cap, the server is allocated a certain amount of power based on its priority within its
pawer group. Priority values range from 1 to 10, with 1 being the highest priarity. If you choose
no-cap, the server is exempt from all power capping.

]

Cisco UCS Manager only enforces power capping when the servers in a power group require more power
than is currently available. With suffident power, all servers run at full capadty regardless of their
priority.

0K I Cancel

Create Server Pool Qualification Policy (Optional)

To create an optional server pool qualification policy for the Cisco UCS environment, complete the following
steps:

# This example creates a policy for a Cisco UCS B200-M4 server.

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click Server Pool Policy Qualifications.

4. Select Create Server Pool Policy Qualification.

5. Name the policy UCSB-B200-M4.

6. Select Create Server PID Qualifications.

7. Select UCSB-B200-M4 as the name.

8. Click OK to create the server PID qualification.

9. Click OK to create the policy then OK for the confirmation.
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|
Create Server Pool Policy Qualification e

UCSB-B200-M4
i

Actions Qualifications
& =) |Q Filter | = Export | iz Print

Mame | Mai: | Model I Fram | To IArchitectureI Speed | Skepping IPower Group =18
5 server PID Qualification UCSB-BZ200-M4 -

]
i
i
3
3
g
i
i

Create Server BIOS Policy

To create a server BIOS policy for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click BIOS Policies.

4. Select Create BIOS Policy.

5. Enter vM-Host-Infra as the BIOS policy name.

6. Change the Quiet Boot setting to Disabled.

7. Click Finish to create the BIOS policy.
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e e
Moo= D

I R

I + create B1OS Policy

I (7]
Create BIOS Policy Main

. ' Main
' DPrDcessar
Inkel Directed 10
D RAS Memary
Serial Pork
USE
dec
oe
LOM and PCIe Slots
A Trusted Platform
D Bioot Oplions
Server Management

= Prey | Mext = I Finish Cancel

8. Click OK.

Create VNIC/vVHBA Placement Policy for Virtual Machine Infrastructure Hosts

To create a vNIC/vHBA placement policy for the infrastructure hosts, complete the following steps:

1.

2.

In Cisco UCS Manager, click the Servers tab in the navigation pane.
Select Policies > root.

Right-click vNIC/vHBA Placement Policies.

Select Create Placement Policy.

Enter vM-Host-Infra as the name of the placement policy.
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6. Click 1 and select Assigned Only.
7. Click OK, and then click OK again.

~ Create Placement Policy

Create Placement Policy

Mame: |VIM-Host-Infra
Il

Virtual Slot Mapping Scheme: | @ Round Robin ¢ Linear Ordered

&, Filter | = Export iz Print

Virtual Slot Selection Preference
1 Assigned Only
2 All
3 All
4 all

oK I Cancel

Update the Default Maintenance Policy

To update the default Maintenance Policy, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Select Maintenance Policies > default.

4. Change the Reboot Policy to User Ack.

5. Click Save Changes.

6. Click OK to accept the change.
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e . B Mew -

=7 wp Jervers ¢ ) Polides * g root * &) Maintenance Policies * & default

Dgptions | (7) o | ‘Pending Ackivities | Exit

= |

[l e SErvers
£1-55 Service Profiles

5 oot

E) adapter Policies
- B BIOS Defaults
- & BI0S Palicies
g Biook Policies
g Host Firmware Packages
E) IPMI Access Profiles
- S Local Disk Config Policies
B- & Maintenance Policies
L
g Management Firmware Packages
[ g Power Cantral Policies
- & scrub Palicies
- B Serial over LAM Palicies
- &5 Server Pool Policies
- & Server Pool Palicy Qualifications
- & Threshold Policies
- &5 15¢51 Authentication Profiles
[ B wMIC/vHEA Placement Palicies
‘f:l. Sub-Organizations
[—]--@ Pocls
58, oot
[
£

Haype Server Pools
-2 ULID Suffix Pools
.!:!. Sub-Organizations
[]--@ Schedules

Reset Yalues |

|_ Syskem Time: 201 3-04-01T11:02

Save Changes |

| (@ Logged in as admin@icef1-ucl |N0t registered with UCS Central

Create VNIC Templates

To create multiple virtual network interface card (vNIC) templates for the Cisco UCS environment, complete
the following steps. A total of 4 vNIC Templates will be created.

Create Data vNICs

1. In Cisco UCS Manager, click the LAN tab in the navigation pane.
2. Select Policies > root.

3. Right-click vNIC Templates.

4. Select Create vNIC Template.

5. Enter vNIC Template A as the vNIC template name.

6. Keep Fabric A selected.

7. Do not select the Enable Failover checkbox.
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8. Under Target, make sure that the VM checkbox is not selected.
9. Select Updating Template as the Template Type.

10. Under VLANS, select the checkboxes for IB-MGMT, INFRA-NFS, Native-VLAN,VM-Traffic,
and vMotion VLANS.

11. Set Native-VLAN as the native VLAN.

12. For MTU, enter 9000.

13. In the MAC Pool list, select MAC Pool A.

14. In the Network Control Policy list, select Enable CDP.
15. Click OK to create the vNIC template.

16. Click OK.
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I » Create ¥NIC Template

Create vNIC Template 7

[V adapter
I um

El Filker | = Export | % Prink

Select Mame Mlative YLAN
INFEA-NFS

Makive-YLAN
Wr-TrafFic
ISCSI-A-YLAN
iSCSI-B-YLAN
wMakion

foooo

MAC_Pool_A(281321 =

1

<nak sek = -
= P

Enable
(1]
<ok sek =

defaulk

=not sek= -

Ok, I Cancel

17. In the navigation pane, select the LAN tab.
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18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

Select Policies > root.

Right-click vNIC Templates.

Select Create vNIC Template

Enter vNIC Template B as the vNIC template name.
Select Fabric B.

Do not select the Enable Failover checkbox.

Under Target, make sure the VM checkbox is not selected.
Select Updating Template as the template type.

Under VLANS, select the checkboxes for IB-MGMT, INFRA-NFS,
VLANS.

Set default as the native VLAN.

For MTU, enter 9000.

In the MAC Pool list, select MAC Pool B.

In the Network Control Policy list, select Enable CDP.
Click OK to create the vNIC template.

Click OK.

Create iSCSI vNICs

1.

2.

10.

Select the LAN tab on the left.
Select Policies > root.
Right-click vNIC Templates.
Select Create vNIC Template.

Enter 1SCSI_Template A as the vNIC template name.

Native-VLAN,

Leave Fabric A selected. Do not select the Enable Failover checkbox.

Under Target, make sure that the VM checkbox is not selected.
Select Updating Template for Template Type.
Under VLANS, select iSCSI-A-VLAN.

Set 1SCSI-A-VLAN as the native VLAN.

and vMotion
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11. Under MTU, enter 9000.

12. From the MAC Pool list, select MAC Pool A.

13. From the Network Control Policy list, select Enable CDP.
14. Click OK to complete creating the vNIC template.

15. Click OK.
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I » Create ¥NIC Template

Create vNIC Template 7
(1]
I
ol [ [

[ Adapter
™ v

%l Filker | = Export | % Prink

Select Makive YLAM
defaulk

IE-Magmk
IMFRA-MFS
Mative-YLAMN
WM-TrafFic
iSCSI-A-NLAN

foooo

MAC_Pool_Af28/32) -
1
<nak sek = -

Enable_CDP
(1]
<niak sek =

defaulk

=nat set= -

K I Cancel

16. Select the LAN tab on the left.
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17. Select Policies > root.

18. Right-click vNIC Templates.

19. Select Create vNIC Template.

20. Enter iSCSI_Template B as the vNIC template name.

21. Select Fabric B. Do not select the Enable Failover checkbox.
22. Under Target, make sure that the VM checkbox is not selected.
23. Select Updating Template for Template Type.

24. Under VLANS, select iSCSI-B-VLAN.

25. Set 1SCSI-B-VLAN as the native VLAN.

26. Under MTU, enter 9000.

27. From the MAC Pool list, select MAC Pool B.

28. From the Network Control Policy list, select Enable CDP.
29. Click OK to complete creating the vNIC template.

30. Click OK.

Create Boot Policies

This procedure applies to a Cisco UCS environment in which two iSCSI logical interfaces (LIFs) are on
cluster node 1 (iscsi 1if0la and iscsi 1if01b) and two iSCSI LIFs are on cluster node 2 (iscsi
1if02a and iscsi 1if02b). One boot policy is configured in this procedure. This policy configures the
primary target to be iscsi_lifO1a.

To create boot policies for the Cisco UCS environment, complete the following steps:

1. In Cisco UCS Manager, click the Servers tab in the navigation pane.
2. Select Policies > root.

3. Right-click Boot Policies.

4. Select Create Boot Policy.

5. Enter Boot-Fabric-A as the name of the boot policy.

6. Optional: Enter a description for the boot policy.

7. Keep the Reboot on Boot Order Change option cleared.

8. Expand the Local Devices drop-down menu and select Add Remote CD/DVD.
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9. Expand the 1SCSTI vNICs section and select Add iSCSI Boot.
10. In the Add iSCST Boot dialog box, enter 1SCST-A-vNIC.

11. Click oK.

12. Select Add iSCSI Boot.

13. Inthe Add iSCSI Boot dialog box, enter 1iSCSI-B-vNIC.

14. Click oK.

15. Expand CIMC Mounted vMedia.

16. Select Add CIMC Mounted CD/DVD.

17. Click oK.

18. Click OK to save the boot policy. Click OK to close the Boot Policy window.

3ok Crder
Local Devices Boot Order
I+ 1= |Q Filter | = Export |E3 Print
Mame | order [wnrciHBafiscsIv... | Type [ Lun 1D | wian [Siot Mumber |Lun 1D/MAME| Boot Mame | Boot Path | Description |
(@) Remote COJOVD 1 =
EE= = 2
~=iscsl iSCST-A-vNIC Primary
iSCSI ¥NICs El i5C5L I9CSI-B-vMIC Secondary
(@) CIMC Mounted CDJ/DV3
CIMC Mounted ¥Media
Add CIME Mounted CO/OYD
Add CIMC Mounted HOD
=
e Move Up 9 Move Down '. Delete

Create Service Profile Template

In this procedure, one service profile template for Infrastructure ESXi hosts is created for fabric A boot.

To create the service profile template, complete the following steps:
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1. In Cisco UCS Manager, click the Servers tab in the navigation pane.

2. Select Service Profile Templates > root.

3. Right-click root.

4. Select Create Service Profile Template to open the Create Service Profile Template wizard.

5. Enter VM-Host-Infra-Fabric-A as the name of the service profile template. This service profile tem-
plate is configured to boot from storage node 1 on fabric A.

6. Select the “Updating Template” option.
7. Under UUID, select UUID_Pool as the UUID pool.

8. Click Next.

| » Create Service Profile Template

Unified Computing System Manager

Create Service Profle Template Identify Service Profile Template
You rmust enter a name for the serdce profile ternplate and specify the template type. You can also specify how a LIUID will be
assigned ta this template and enter a description.

« ¥ Identify Service
Profile Template

D Storage Provisioning =
a ¥M-Host-Infra-Fabric-A
(L

Metwarking

2

3

4. L 580 Connectivity
Bo Dm

& DVNICIVHBA Placement
7 0 viedia Policy

g Server Book Order

9. L maintenance Policy
10. DServer Assignment
1. D Operational Policies

= Brey. | ek = I Finish Cancel
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Configure Storage Provisioning

1. If you have servers with no physical disks, select the iSCSI-Boot Local Storage Policy. Otherwise,
select the default Local Storage Policy.

2. Click Next.

Configure Networking Options

1. Keep the default setting for Dynamic vNIC Connection Policy.

2. Select the “Expert” option to configure the LAN connectivity.

3. Click the upper Add button to add a vNIC to the template.

4. In the Create vNIC dialog box, enter vNIC-A as the name of the vNIC.
5. Select the Use vNIC Template checkbox.

6. In the vNIC Template list, select vNIC_Template_A.

7. In the Adapter Policy list, select VMWare.

8. Click OK to add this vNIC to the template.
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Create vNIC

9. On the Networking page of the wizard, click the upper Add button to add another vNIC to the tem-
plate.

10. In the Create vNIC box, enter vNIC-B as the name of the vNIC.

11. Select the Use vNIC Template checkbox.

12. In the vNIC Template list, select vNIC_Template_B.

13. In the Adapter Policy list, select VMWare.

14. Click OK to add the vNIC to the template.

15. Click the upper Add button to add a vNIC to the template.

16. In the Create vNIC dialog box, enter iSCSI-A-vNIC as the name of the vNIC.
17. Select the Use vNIC Template checkbox.

18. In the VNIC Template list, select iSCSI_Template_A.
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19. In the Adapter Policy list, select VMWare.

20. Click OK to add this vNIC to the template.

Create viNIC

Create vNIC

21. Click the upper Add button to add a vNIC to the template.

22. In the Create vNIC dialog box, enter iSCSI-B-vNIC as the name of the vNIC.
23. Select the Use vNIC Template checkbox.

24. In the vNIC Template list, select iISCSI_Template_B.

25. In the Adapter Policy list, select VMWare.

26. Click OK to add this vNIC to the template.
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Create vNIC

27.

28.

29.

30.

31.

32.

33.

34.

35.

Expand the iSCSI vNICs section (if not already expanded).

Select I1O0N-Pool under “Initiator Name Assignment.”

Click the lower Add button in the iSCSI vNIC section to define a vNIC.
Enter iSCSI-A-vNIC as the name of the vNIC.

Select isCcs1-aA-vNIC for Overlay vNIC.

Set the iISCSI Adapter Policy to default.

Set the VLAN to 1SCSI-A-VLAN.

Leave the MAC Address set to None.

Click OK.
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» Create iSCSI viNIC

Create iSCSI vNIC ©

Select(Mone used by default) -

0K Cancel

36. Click the lower Add button in the iSCSI vNIC section to define a vNIC.
37. Enter 13CSI-B-vNIC as the name of the vNIC.

38. Set the Overlay vNIC to 1SCST-B-vNIC

39. Set the iSCSI Adapter Policy to default.

40. Set the VLAN to iSCSI-B-VLAN

41. Leave the MAC Address set to None.

42. Click OK.



Server Configuration

» Create iSCSI wNIC

Create iISCSI vNIC

iSCSI-B-vwNIC

(1)
ISCSI-B-vMIC -
|
default * Es
§

-B-VLAN (na...

Select{Mone used by default) -

43. Click OK.
44. Review the table in the Networking page to make sure that all vNICs were created.

45, Click Next.
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| + create Service Profile Template
| Unified Computing System Manager

Create Service Profile Template Netwo rking ?

Optionally specify LAN configuration infarmation.
L. Identify Service Profile P ¥ specity g

Template B
. ¥ Storage Provisionin Click Add to specify one or more vMICs that the server should use to connect ko the LAR,

+ ¥ Networking

B Mame MAC Address Fabric ID Makive WLAMN I
Sl Conneckivity N -
--=Iff wMIC wMNIC-& Derived derived

2

3

4

5 Jz i

. ELAITEL, =1 wNIC ¥NIC-B Derived derived
7

8

3

IDEE

e
IJ\fNIC l\tHBFr. Placement b= ¥NIC ISCST-A-yNIC Detived derived
ubedia Palicy .= wNIC iSCSI-B-vNIC

a Server Boot Order derived
a Mainkenance Policy LI
Wserver Assignment Celete EH add Modify

Operational Policies

i5CSI ¥NICs

This Initiator Name Assignment will apply to all iSCSI ¥NICS within this Service Profile.

r Initiator Name

Initiator Mame Assignment: IQMN_Pooli14/16) -

Initiatar Mame:
B3 Creake IQN Suffi Paal

The IGMN will be assigned from the selected pool.
The awvailableftotal IONs are displayed after the poal name.

Click. fdd ko specify one or more iSCSI wMICs that the server should use.

ame Overlay wMIC Mame iSCSI Adapter Palicy MAC Address Ifﬂ e
-ﬁ 19CSI ¥NIC iSCSI-B-¥NIC 15CSI-B-¥NIC default Derived |
-‘;ﬁ 15CSI vNIC iSCSI-A-¥NIC 1SCSI-A-wNIC default Derived

=l
< Prev | Mexk = I Finish | Cancel |

Configure Storage Options

1. Select the No vHBAs option for the “How would you like to configure SAN connectivity?” field.

2. Click Next.

Configure Zoning Options

1. Set no Zoning options and click Next.

Configure vNIC/HBA Placement

1. Inthe “Select Placement” list, select the VM-Host-Infra placement policy.

2. Select vConl and assign the vHBAs/vNICs to the virtual network interfaces policy in the following or-
der:

a. VvNIC-A
b. vNIC-B
c. iSCSI-vNIC-A
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d. iSCSI-vNIC-B

3. Review the table to verify that all vNICs were assigned to the policy in the appropriate order.

4. Click Next.

Configure vMedia Policy

1.

2.

Do not configure a vMedia Policy at this time.

Click Next.

Configure Server Boot Order

1.

2.

6.

7.

Select Boot-Fabric-A for Boot Policy.
In the Boot Order pane, select 1SCSI-A-vNIC.
Click the “Set iISCSI Boot Parameters” button.

Leave the “Initiator Name Assignment” dialog box <not set> to use the single Service Profile Initiator
Name defined in the previous steps

Set iSCSI IP Pool A as the “Initiator IP address Policy”.

Keep the “iSCSI Static Target Interface” button selected and click the button at the bottom right.

Log in to the storage cluster management interface and run the following command:

iscsi show

8.

9.

Note or copy the iSCSI target name for Infra-svM.

In the Create iSCSI Static Target dialog box, paste the iSCSI target node name from Infra-SvM.

10. Enter the IP address of 1SCSI 1if02a for the IPv4 Address field.
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I » Creakte iSCSI Skatic Targek

Create ISCSI Static Target @

*311e596c800a0986501dd:vs.3
(1)

3260

=not sek=

192.168.91.22|
0

I I Cancel

11. Click OK to add the iSCSI static target.

12. Keep the iSCSI Static Target Interface option selected and click the button.

13. In the Create iSCSI Static Target window, paste the iSCSI target node name from Infra-SvM into
the iSCSI Target Name field.

14. Enter the IP address of iscsi_1if01la in the IPv4 Address field.

15. Click OK.
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Set iSCSI Book Parameters

Set ISCSI| Boot Parameters

iSCSI_IP_Ponl_al14/16)

ign.1992-08.c... 192.168.91.21
iqn.1992-08.c... (1 |3260 192.168.91.22

16. Click OK.
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17. In the Boot Order pane, select iSCSI-vNIC-B.
18. Click the Set iSCSI Boot Parameters button.

19. In the Set iSCSI Boot Parameters dialog box, set the leave the “Initiator Name Assignment” to <not
set>.

20. In the Set iSCSI Boot Parameters dialog box, set the initiator IP address policy to 1SCSI IP Pool B.

21. Keep the iSCSI Static Target Interface option selected and click the button at the bottom right.

22. In the Create iSCSI Static Target window, paste the iSCSI target node name from Infra-SVM into the
iISCSI Target Name field (same target name as above).

23. Enter the IP address of iscsi_lif02b in the IPv4 address field.

I a Create iSCSI Static Target

Create iSCSI Static Target

iSCSI Target Mame: (%31 1e596c800a0986501dd:vs.3
Priority: 1

Part: |32E|IZI

Buthentication Profile: | <nok set - EJ create i5C51 Authentication Profile

IPwd Address: |192.168.92.22
LUIM ID: (0

I I Cancel

24. Click OK to add the iSCSI static target.

25. Keep the iSCSI Static Target Interface option selected and click the button.

26. In the Create iSCSI Static Target dialog box, paste the iSCSI target node name from Infra-SVM into
the iSCSI Target Name field.

27. Enter the IP address of iscsi_lif01b in the IPv4 Address field.

28. Click OK.
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Set iSCSI Book Parameters

Set ISCS| Boot Parameters

iFCSI_IP_Pool_B(14/16)

ign.1992-08.c.. 2 |32 192.168.92.21
ign.1992-08.c.. 1 | 192.168.92.22

29. Click OK.
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30. Review the table to make sure that all boot devices were created and identified. Verify that the boot
devices are in the correct boot sequence.

31. Click Next to continue to the next section.

Configure Maintenance Policy

1. Select the default Maintenance Policy.

2. Click Next.

Unified Computing System Manager

Create Service Profile Template Maintenance POlICy (7)

Specify how disruptive changes such as reboots, network interruptions, and firmware upgrades should be applied to the server
associated with this service profile.

+  1dentify Service Profile
Template

. VrNetworking

- V'storage

VIZUM.

+ NI vHEA Placement

S Ee GIRED Select a maintenance policy to incude with this service profile or create a new maintenance policy
S that will be accessible ta all service prafiles.

Maintenance Policy

Maintenance Policy
Server Assignment
Operational Policies

W W o & [

Mairitenance Policy: e Create Maintenance Palicy

Mame: default
Description:
Reboot Policy: User Ack

< Prev | Mexk = I Finish Cancel

Configure Server Assignment

To configure server assignment, complete the following steps:

1. In the Pool Assignment list, select Infra Pool.
2. Optional: Select a Server Pool Qualification policy.
3. Select Down as the power state to be applied when the profile is associated with the server.

4. Expand Firmware Management at the bottom of the page and select default from the Host Firm-
ware list.
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5. Click Next.

| » Create Service Profile Template

Unified Computing System Manager

Create Service Profile Template Server ASSIgnment
Ciptionally specify a semer pool for this service profile template.

« ¥ Identify Service Profile
Template
3 "/Networking B
4 34N Connectivity
5. ‘JZoning
&
7
g
9

. ‘JVNICIVHBA Flacement
v

viMedia Paolicy
- Server Boot Order
+  Maintenance Policy
10. v server Assignment
Operational Policies

<not sef = -

Firmware Management {BIOS, Disk Controller, Adapter)

If you select a host firmware palicy For this service profile, the profile will update the Firmware on the
server that it is associated with,
Otherwise the system uses the firmware already installed on the associated server.

Host Fierniviare: - Create Host Firmware Package

< Prev | ek = I Finish Cancel

Configure Operational Policies

To configure the operational policies, complete the following steps:

1. In the BIOS Policy list, select VM-Host-Infra.

2. Expand Power Control Policy Configuration and select No-Power-Cap in the Power Control Policy list.
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| » Create Service Profile Template
Unified Computing System Manager
Create Service Profile Template operatlonal POIICIES
Cptionally specify information that affects how the systern operates.
1. 1dentifv Service Profile
Template p

2. Storage Provisioning BIOS Configuration

3. v networking

4. v SN Connectivity . ; i ; . o ]

5. Zanin If you want to override the default BIOS settings, select a BIOS policy that will be associated with this service profile

6. \/VNICIVHBA Placement BIOS Policy: WM-Host-Infra - Bl Create BIOS Palicy

7. yMedia Policy v

8. Server Boot Ord

a w External IPMI Management Configuration

+  Maintenance Policy

10,/ Server Assianment Management IP Address

1. ‘/Dgerational Policies
Monitoring Configuration {Thresholds)
Power Control Policy Configuration

Power control policy determines power allocation for & server in a given power group.
Poweer Control Policy:@l‘-]o-Power-Cap - Create Power Control Policy
scrub Policy
K¥M Management Policy
Mexk = Finish Cancel
3. Click Finish to create the service profile template.
4. Click OK in the confirmation message.

Create Service Profiles

To create service profiles from the service profile template, complete the following steps:

1.

2.

In Cisco UCS Manager, click the Servers tab in the navigation pane.

Select Service Profile Templates > root > Service Template VM-Host-Infra-Fabric-A.
Right-click vM-Host-Infra-Fabric-A and select Create Service Profiles from Template.
Enter vM-Host-Infra-0 as the service profile prefix.

Enter 1 as “Name Suffix Starting Number.”

Enter 2 as the “Number of Instances.”
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7. Click OK to create the service profile.

Create Service Profiles From Template

Maming Prefix: [VM-Host-Infra-0
Mame Suffix Starting Mumber: 1

Mumber of Instances: |1

OK I Cancel

8. Click OK in the confirmation message.

Add More Servers to FlexPod Unit

Additional server pools, service profile templates, and service profiles can be created in the respective
organizations to add more servers to the FlexPod unit. All other pools and policies are at the root level and
can be shared among the organizations.

Gather Necessary Information

After the Cisco UCS service profiles have been created, each infrastructure blade in the environment will
have a unique configuration. To proceed with the FlexPod deployment, specific information must be
gathered from each Cisco UCS blade and from the NetApp controllers. Insert the required information into
Table 17 and Table 18 .

Table 17 iSCSI LIFs for iSCSI IQN

Vserver iSCSI Target IQN

Infra-SVM

# To gather the iSCSI IQN, run the iscsi show command on the storage cluster management interface. For
7-Mode storage, run the iscsi nodename command on each storage controller.

Table 18 vNIC iSCSI IQNs for fabric A and fabric B

Cisco UCS Service Profile Name iSCSI IQN Variables
VM-Host-Infra-01 << var_vm_host_infra_01_ign>>
VM-Host-Infra-02 << var_vm_host_infra_02_ign>>

# To gather the vNIC IQN information, launch the Cisco UCS Manager GUI. In the navigation pane, click the
Servers tab. Expand Servers > Service Profiles > root. Click each service profile and then click the “iSCSI

vNICs” tab on the right. The “Initiator Name” is displayed at the top of the page under the “Service Profile Ini-
tiator Name”




Storage Configuration - iSCSI Boot

Storage Configuration - iISCSI Boot

|
Clustered Data ONTAP iSCSI Boot Storage Setup

Create igroups

To create igroups, complete the following steps:

1. From the cluster management node SSH connection, enter the following:

igroup create -vserver Infra-SVM —-igroup VM-Host-Infra-01 -protocol
iscsi —ostype vmware —initiator <<var vm host infra 01 ign>>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-02 -protocol
iscsi -ostype vmware —initiator <<var vm host infra 02 ign>>

igroup create -vserver Infra-SVM -igroup MGMT-Hosts -protocol iscsi
—ostype vmware -—-initiator <<var vm host infra 01 ign>>,
<<var vm host infra 02 ign>>

# Use the values listed in Table 17 and Table 18 for the IQN information.

# To view the three igroups just created, type igroup show.

Map Boot LUNSs to igroups

1. From the storage cluster management SSH connection, enter the following:

lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra-01
—igroup VM-Host-Infra-01 —-lun-id O
lun map -vserver Infra-SVM —-volume esxi boot —-lun VM-Host-Infra-02
—igroup VM-Host-Infra-02 -lun-id O
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VMware ESXi 6.0

This section provides detailed instructions for installing VMware ESXi 6.0 in an environment. After the
procedures are completed, two booted ESXi hosts will be provisioned.

Several methods exist for installing ESXi in a VMware environment. These procedures focus on how to use
the built-in keyboard, video, mouse (KVM) console and virtual media features in Cisco UCS Manager to map
remote installation media to individual servers and connect to their boot logical unit numbers (LUNSs).

Download Cisco Custom Image for ESXi 6.0

1.

2.

Click the following link vmware login page.

Type your email or customer number and the password and then click Log in.
Click on the following link CiscoCustomimage6.0.
Click Download Now.

Save it to your destination folder.

# This ESXi 6.0 Cisco custom image includes updates for the fnic and eNIC drivers. The versions that are
part of this image are: eNIC: 2.1.2.59; fNIC: 1.6.0.12

Log in to Cisco UCS 6200 Fabric Interconnect

Cisco UCS Manager

The IP KVM enables the administrator to begin the installation of the operating system (OS) through remote
media. It is necessary to log in to the UCS environment to run the IP KVM.

To log in to the Cisco UCS environment, complete the following steps:

1.

Open a web browser and enter the IP address for the Cisco UCS cluster address. This step launches
the Cisco UCS Manager application.

To download the Cisco UCS Manager software, click the Launch UCS Manager link.

If prompted to accept security certificates, accept as necessary.

When prompted, enter admin as the user name and enter the administrative password.
To log in to Cisco UCS Manager, click Login.

From the main menu, click the Servers tab.


https://my.vmware.com/web/vmware/login
https://my.vmware.com/group/vmware/details?downloadGroup=OEM-ESXI60GA-CISCO&productId=491
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10.

11.

12.

Select Servers > Service Profiles > root > VM-Host-Infra-01.
Right-click vM-Host-Infra-01 and select KVM Console.

If prompted to accept an Unencrypted KVM session, accept as necessary.
Select Servers > Service Profiles > root > VM-Host-Infra-02.
Right-click vM-Host-Infra-02. and select KVM Console.

If prompted to accept an Unencrypted KVM session, accept as necessary.

Set Up VMware ESXi Installation

ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02

# Skip this step if using vMedia policies. ISO file will already be connected to KVM.

To prepare the server for the OS installation, complete the following steps on each ESXi host:

1.

In the KVM window, click Virtual Media.

2. Click Activate Virtual Devices

3. If prompted to accept an Unencrypted KVM session, accept as necessary.

4. Click Virtual Media and select Map CD/DVD.

5. Browse to the ESXi installer ISO image file and click Open.

6. Click Map Device.

7. Click the KVM tab to monitor the server boot.

8. Boot the server by selecting Boot Server and clicking OK. Then click OK again.
Install ESXi

ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02

To install VMware ESXi to the iSCSI-bootable LUN of the hosts, complete the following steps on each host:

1.

On reboot, the machine detects the presence of the ESXi installation media. Select the ESXi installer
from the boot menu that is displayed.

After the installer is finished loading, press Enter to continue with the installation.
Read and accept the end-user license agreement (EULA). Press F11 to accept and continue.

Select the LUN that was previously set up as the installation disk for ESXi and press Enter to continue
with the installation.
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5. Select the appropriate keyboard layout and press Enter.
6. Enter and confirm the root password and press Enter.

7. The installer issues a warning that the selected disk will be repartitioned. Press F11 to continue with
the installation.

8. After the installation is complete, click on the Virtual Media tab and clear the v mark next to the ESXi
installation media. Click Yes.

# The ESXi installation image must be unmapped to make sure that the server reboots into ESXi and not into
the installer.

9. From the KVM tab, press Enter to reboot the server.

Set Up Management Networking for ESXi Hosts

Adding a management network for each VMware host is necessary for managing the host. To add a
management network for the VMware hosts, complete the following steps on each ESXi host:

ESXi Host VM-Host-Infra-01

To configure the VM-Host-Infra-01 ESXi host with access to the management network, complete the
following steps:

1. After the server has finished rebooting, press F2 to customize the system.

2. Login as root, enter the corresponding password, and press Enter to log in.

3. Select the Configure the Management Network option and press Enter.

4. Select the VLAN (Optional) option and press Enter.

5. Enter the <<var ib mgmt vlan_ id>> and press Enter.

6. Select Network Adapters option and select vmnicO4 and press Enter.

7. From the Configure Management Network menu, select IP Configuration and press Enter.
8. Select the Set Static IP Address and Network Configuration option by using the space bar.
9. Enter the IP address for managing the first ESXi host: <<var _vm host_infra 01 ip>>.
10. Enter the subnet mask for the first ESXi host.

11. Enter the default gateway for the first ESXi host.

12. Press Enter to accept the changes to the IP configuration.

13. Select the IPv6 Configuration option and press Enter.
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14.

15.

Using the spacebar, select Disable IPv6 (restart required) and press Enter.

Select the DNS Configuration option and press Enter.

# Because the IP address is assigned manually, the DNS information must also be entered manually.

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

Enter the IP address of the primary DNS server.

Optional: Enter the IP address of the secondary DNS server.

Enter the fully qualified domain name (FQDN) for the first ESXi host.
Press Enter to accept the changes to the DNS configuration.

Press Esc to exit the Configure Management Network submenu.
Press Y to confirm the changes and return to the main menu.

The ESXi host reboots. After reboot, press F2 and log back in as root.

Select Test Management Network to verify that the management network is set up correctly and
press Enter.

Press Enter to run the test.
Press Enter to exit the window.

Press Esc to log out of the VMware console.

ESXi Host VM-Host-Infra-02

To configure the VM-Host-Infra-02 ESXi host with access to the management network, complete the
following steps:

1.

2.

After the server has finished rebooting, press F2 to customize the system.

Log in as root and enter the corresponding password.

Select the Configure the Management Network option and press Enter.

Select the VLAN (Optional) option and press Enter.

Enter the <<var ib-mgmt vlan id>> and press Enter.

Select Network Adapters option and select vmnic4 (defined earlier as OOB vNIC) and press Enter.
From the Configure Management Network menu, select IP Configuration and press Enter.

Select the Set Static IP Address and Network Configuration option by using the space bar.

Enter the IP address for managing the second ESXi host: <<var vm host infra 02 ip>>.



VMware vSphere 6.0 Setup

10. Enter the subnet mask for the second ESXi host.

11. Enter the default gateway for the second ESXi host.

12. Press Enter to accept the changes to the IP configuration.

13. Select the IPv6 Configuration option and press Enter.

14. Using the spacebar, select Disable IPv6 (restart required) and press Enter.

15. Select the DNS Configuration option and press Enter.

# Because the IP address is assigned manually, the DNS information must also be entered manually.

16. Enter the IP address of the primary DNS server.

17. Optional: Enter the IP address of the secondary DNS server.

18. Enter the FQDN for the second ESXi host.

19. Press Enter to accept the changes to the DNS configuration.

20. Press Esc to exit the Configure Management Network submenu.

21. Press Y to confirm the changes and return to the main menu.

22. The ESXi host reboots. After reboot, press F2 and log back in as root.

23. Select Test Management Network to verify that the management network is set up correctly and
press Enter.

24. Press Enter to run the test.
25. Press Enter to exit the window.
26. Press Esc to log out of the VMware console.

Download VMware vSphere Client

To download the VMware vSphere Client, complete the following steps:

1. Open a web browser on the management workstation and navigate to the VM-Host-Infra-01 man-
agement IP address.

2. Download and install the vSphere Client.

# This application is downloaded from the VMware website and Internet access is required on the manage-
ment workstation.
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Download VMware vSphere CLI 6.0

1.

2.

Click the following link VMware vSphere CLI 6.0

Select your OS and Click Download.

Save it to your destination folder.

Run the VMware-vSphere-CLI-6.0.0-2503617.exe
Click Next.

Accept the terms for the license and click Next.
Click Next on the Destination Folder screen.

Click Instal.

Click Finish.

# Note: Install VMware vSphere CLI 6.0 on the management workstation.

Log in to VMware ESXi Hosts by Using VMware vSphere Client

ESXi Host VM-Host-Infra-01

To log in to the vM-Host-Infra-01 ESXi host by using the VMware vSphere Client, complete the following

steps:

1.

2.

3.

4.

Open the recently downloaded VMware vSphere Client and enter the IP address of VM-Host-
Infra-01 as the host you are trying to connect to: <<var vm host infra 01 ip>>.

Enter root for the user name.
Enter the root password.

Click Login to connect.

ESXi Host VM-Host-Infra-02

To log in to the VM-Host-Infra-02 ESXi host by using the VMware vSphere Client, complete the following

steps:

1.

Open the recently downloaded VMware vSphere Client and enter the IP address of vM-Host-
Infra-02 as the host you are trying to connect to: <<var vm host infra 02 ip>>.

Enter root for the user name.

Enter the root password.


https://my.vmware.com/group/vmware/details?downloadGroup=VCLI600&productId=491
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Set Up VMkernel Ports and Virtual Switch

ESXi Host VM-Host-Infra-01

To set up the VMkernel ports and the virtual switches on the VvM-Host-Infra-01. ESXi host, complete the
following steps:

1. From the vSphere Client, select the host in the inventory.

2. Click the Configuration tab.

3. In the Hardware pane, click Networking.

4. On the right side of vSwitchO, click Properties.

5. Select the vSwitch configuration and click Edit.

6. From the General tab, change the MTU to 9000.

7. Click OK.

8. Select the Management Network configuration and click Edit.
9. Change the network label to VMkernel-MGMT and select the Management Traffic checkbox.
10. Click OK to finalize the edits for Management Network.

11. Select the VM Network configuration and click Edit.

12. Change the network label to MGMT Network and enter <<var ib-mgmt vlan id>>in the VLANID
(Optional) field.

13. Click OK to finalize the edits for VM Network.

14. Click Close.

15. On the right side of iScsiBootvSwitch, click Properties.
16. Select the vSwitch configuration and click Edit.

17. Change the MTU to 9000.

18. Click OK.

19. Select iScsiBootPG and click Edit.

20. Change the Network Label to VMkernel-iSCSI-A.

21. Change the MTU to 9000.

22. Click OK.



VMware vSphere 6.0 Setup

23. Click Close.

24. In the vSphere Standard Switch view, click Add Networking.

25. Select VMkernel and click Next.

26. Select Create a vSphere standard switch to create a new vSphere standard switch.
27. Select the check boxes for the network adapter vmnic3.

28. Click Next.

29. Change the network label to VMkernel-iSCSI-B.

30. Click Next.

31. Enter the IP address and the subnet mask for the iSCSI VLAN B interface for vM-Host-Infra-01.

# To obtain the iISCSI IP address information; login to the Cisco UCS Manager, in the servers tab select the
corresponding service profiles. In the right pane, click the boot order and select the iSCSI-B-vNIC; click
set iISCSI boot parameters; the IP address should appear as the initiator IP address.

32. Click Next.

33. Click Finish.

34. On the right side of vSwitchl, click Properties.
35. Select the vSwitch configuration and click Edit.
36. Change the MTU to 9000.

37. Click OK.

38. Select VMkernel-iSCSI-B and click Edit.

39. Change the MTU to 9000.

40. Click OK.

41. Click Close.

42. On the right side of vSwitchO, click Properties.
43. Click Add.

44. Change the network label to VMkernel-NFs and enter <<var nfs vlan id>> in the VLAN ID (Op-
tional) field.

45, Click Next.
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46. Enter the IP address <<var nfs vlan ip host 01>> and the subnet mask
<<var nfs vlan ip mask host 01>> for the NFS VLAN interface for vM-Host-Infra-01.

47. To continue with the NFS VMkernel creation, click Next.

48. To finalize the creation of the NFS VMkernel interface, click Finish.
49. Select the vMkernel-NFS configuration and click Edit.

50. Change the MTU to 9000.

51. Click OK to finalize the edits for the VMkernel-NFS network.

52. Click Add.

53. Change the network label to vMkernel-vMotion and enter <<var vmotion vlan_ id>> in the
VLAN ID (Optional) field.

54, Click Next.

55. Enter the IP address <<var_vmotion_vlan_ip_host_01>> and the subnet mask
<<var_vmotion_vlan_ip_mask_host_01>> for the vMotion VLAN interface for VM-Host-Infra-01.

56. To continue with the vMotion VMkernel creation, click Next.

57. To finalize the creation of the vMotion VMkernel interface, click Finish.
58. Select the VMkernel-vMotion configuration and click Edit.

59. Change the MTU to 9000.

60. Click OK to finalize the edits for the VMkernel-vMotion network.

61. The properties for vSwitchO should be similar to the following example:
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@ yawitchO Properties

Parts |Netwu:urk Adapters I

Caonfiguration

wawitch

DDDDH

Wrlkernel-hFS

&dd. ..

MGMT Nebwork,
Yhkernel-wMotion

Yikernel-MEMT

| Surmary

120 Parts

Wirtual Machine . ..
wMation and IP ...
wMotion and IP ...
wMation and IP ...

Edit...

Remoyve

—waphere Standard Switch Properties

IS [=] E3

Metwork Failure Detection:
Mokify Switches:
Failback:

Ackive Adapters:

& Mumber of Ports: 120
— Adwanced Properties
MTL: 9000
— Defaulk Policies
Security
Promiscuous Mode: Reject
MAC Address Changes: Accepk
Forged Transmits: fccepk
Traffic Shaping
Average Bandwidth: --
Peak BEandwidth: -
Bursk Size: =
Failover and Load Balancing
Load Balancing: Port ID

Link. status only
fes
Yes

wmnicd

=

Close

62. To finalize the ESXi host networking setup, close the dialog box. The networking for the ESXi host
should be similar to the following example:
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Yiew: | waphere Standard Switch  wSphere Distributed Swikch

Metworking

Srandard Switch: wSwikchi Remove...  Properties...

Wirtual Maching Port Group — —Physical &dapters
L MGMT Metwork & 4 4—e B vmnicO 10000 Full (7

WLAM ID: 1173

Whkemel Por
L3 wMkermel-wiMation i &

winkd 192,168, 173,26 | WLAM ID: 3173

WMkermel Por
L3 wMkernel-MFS i &

wink3 192, 168,170,26 | WLAM ID: 3170

Whlkemel Port
61 WMkernel-MGMT (o

vk 10.1,156.26 | WLAMN ID: 113

Standard Switch: iScsiBookvSwitch Remove...  Properties..
Whkemel Port Phyysical &dapters
L YMkernel-iSCSI-A @ o B vonicz 10000 Ful G2

wrikl 192,168,912

Standard Switch: vSwitchl Remave... Properties...
WUMkemel Por Phoysical Adapters
L WMkernel-iSCSI-B & o B wronic3 10000 Ful G3

winkZ 1 192,168,92.2

ESXi Host VM-Host-Infra-02

To set up the VMkernel ports and the virtual switches on the VvM-Host-Infra-02. ESXi host, complete the
following steps:

1. From the vSphere Client, select the host in the inventory.
2. Click the Configuration tab.

3. Inthe Hardware pane, click Networking.

4. On the right side of vSwitchO, click Properties.

5. Select the vSwitch configuration and click Edit.

6. From the General tab, change the MTU to 9000.
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7. Click OK.

8. Select the Management Network configuration and click Edit.

9. Change the network label to <vMkernel-MGMT> and select the Management Traffic checkbox.
10. Click OK to finalize the edits for Management Network.

11. Select the VM Network configuration and click Edit.

12. Change the network label to <MGMT Network> and enter <<var ib-mgmt_ vlan id>> in the VLAN
ID (Optional) field.

13. Click OK to finalize the edits for VM Network.

14. Click Close.

15. On the right side of iScsiBootvSwitch, click Properties.
16. Select the vSwitch configuration and click Edit.

17. Change the MTU to 9000.

18. Click OK.

19. Select iScsiBootPG and click Edit.

20. Change the Network Label to <vMkernel-iSCSI-A>.

21. Change the MTU to 9000.

22. Click OK.

23. Click Close.

24. In the vSphere Standard Switch view, click Add Networking.
25. Select VMkernel and click Next.

26. Select Create a vSphere standard switch to create a new vSphere standard switch.
27. Select the check boxes for the network adapter vmnic3.

28. Click Next.

29. Change the network label to <vMkernel-iSCSI-B>.

30. Click Next.

31. Enter the IP address and the subnet mask for the iSCSI VLAN interface for vM-Host-Infra-02.
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32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

45,

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

Click Next.
Click Finish.
On the right side of vSwitchl, click Properties.

Select the vSwitch configuration and click Edit.

Change the MTU to 9000.

Click OK.

Select VMkernel-iSCSI-B and click Edit.
Change the MTU to 9000.

Click OK.

Click Close.

On the right side of vSwitchO, click Properties.
Click Add

Select VMkernel and click Next

Change the network label to VMkernel-NFS and enter <<var nfs vlan id>> in the VLAN ID (Op-
tional) field.

Click Next

Enter the IP address <<var nfs vlan ip host 01>> and the subnet mask
<<var nfs vlan ip mask host 01>> for the NFS VLAN interface for vM-Host-Infra-01.

To continue with the NFS VMkernel creation, click Next.

To finalize the creation of the NFS VMkernel interface, click Finish.
Select the VMkernel-NFS configuration and click Edit.

Change the MTU to 9000.

Click OK to finalize the edits for the VMkernel-NFS network.

Click Add.

Change the network label to VMkernel-vMotion and enter <<var vmotion vlan id>>in the
VLAN ID (Optional) field.

Click Next.
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56. Enter the IP address <<var_vmotion_vlan_ip_host_02>> and the subnet mask
<<var_vmotion_vlan_ip_mask_host_02>> for the vMotion VLAN interface for VM-Host-Infra-02.

57. To continue with the vMotion VMkernel creation, click Next.

58. To finalize the creation of the vMotion VMkernel interface, click Finish.
59. Select the vMkernel-vMotion configuration and click Edit.

60. Change the MTU to 9000.

61. Click OK to finalize the edits for the VMkernel-vMotion network.

| @ ¥SwitchO Properties
Ports |Netwu:urk Adapters |
Configaration | -~ | —w3aphere Standard Switch Properties =
£ wowitch 120 Ports & Mumber of Ports: 120
i MGMT Metwark, Wirkual Machine ...
i Yikernel-vMaotion wMotion and IF ... — Advanced Properties
i WMkernel-tFS wMation and IP ... T o000
@ vMkernel-MGMT wMation and IP ...
— Defaulk Policies
Security
Promiscuous Made: Reject
MAC Address Changes: Accepk
Forged Transmits: Accepk
Traffic Shaping
Average Bandwidth: --
Peak. Bandwidth: --
Burst Size: ==
Failover and Load Balancing
Load Balancing: Port ID
Metwark Failure Detection: Link. status only
MatiFy Switches: Yes o
Failback: Ves
Add... Edi... Hemave Ackive Adapters: wmnicO -

62. To finalize the ESXi host networking setup, close the dialog box. The networking for the ESXi host
should be similar to the following example:



VMware vSphere 6.0 Setup

Yiew: | waphere Standard Switch  wSphere Distributed Swikch

Metworking

Srandard Switch: wSwikchi Remove...  Properties...

Wirtual Maching Port Group — —Physical &dapters
L MGMT Metwork & 4 4—e B vmnicO 10000 Full (7

WLAM ID: 1173

Whkemel Por
L3 wMkermel-wiMation i &

winkd 192,168, 173,26 | WLAM ID: 3173

WMkermel Por
L3 wMkernel-MFS i &

wink3 192, 168,170,26 | WLAM ID: 3170

Whlkemel Port
61 WMkernel-MGMT (o

vk 10.1,156.26 | WLAMN ID: 113

Standard Switch: iScsiBookvSwitch Remove...  Properties..
Whkemel Port Phyysical &dapters
L YMkernel-iSCSI-A @ o B vonicz 10000 Ful G2

wrikl 192,168,912

Standard Switch: vSwitchl Remave... Properties...
WUMkemel Por Phoysical Adapters
L WMkernel-iSCSI-B & o B wronic3 10000 Ful G3

winkZ 1 192,168,92.2

Setup iISCSI Multipathing

ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02
To setup 4 iSCSI paths between storage and the ESXi host, complete the following steps on each ESXi host:

1. From the vSphere Client, click Storage Adapters in the Hardware pane.
2. Select the iSCSI Software Adapter and click Properties.

3. Select the Dynamic Discovery tab and click Add.

4. Enter the IP address of iscsi_lif01a.

5. Click OK.

6. Repeat putting in the IP addresses of iscsi_lifO1b, iscsi_lif02a and iscsi_lif02b.
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| {=iSC5I Initiator {vmhba41) Properties H=]

General I Metwark Configuration | Dynamic Discavery I Skatic Discovery I
Send Targets

Discowver iSCSI targets dynamically From the Following locations (IPv4, host name):

iSC5I Server Locakion |
192.168,91.21:32a0
192,168,92,21: 3260
192.168,91.22: 3260
192,168,92,22: 3280

add. .. Remove Settings. ..

Close

7

7. Click Close and then click yes to rescan the host bus adapter.
8. You should now see 4 connected paths in the Details pane.

Install VMware Drivers for the Cisco Virtual Interface Card (VIC)

Download and extract the following VMware VIC Drivers to the Management workstation:

e fnic Driver version 1.6.0.17a

e enic Driver version 2.2.2.71

# VMware vSphere 5.5 drivers are supported to work with vSphere 6.0.



https://my.vmware.com/web/vmware/details?downloadGroup=DT-ESXI55-CISCO-FNIC-16017A&productId=353
https://my.vmware.com/web/vmware/details?downloadGroup=DT-ESXI55-CISCO-FNIC-16017A&productId=353
https://my.vmware.com/web/vmware/details?downloadGroup=DT-ESXI55-CISCO-ENIC-21271&productId=353
https://my.vmware.com/web/vmware/details?downloadGroup=DT-ESXI55-CISCO-ENIC-21271&productId=353
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ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02

To install VMware VIC Drivers on the ESXi host VM-Host-Infra-01 and VM-Host-Infra-02, complete the
following steps:

1.

2.

10.

11.

12.

From each vSphere Client, select the host in the inventory.

Click the Summary tab to view the environment summary.

From Resources > Storage, right-click datastore1 and select Browse Datastore.
Click the fourth button and select Upload File.

Navigate to the saved location for the downloaded VIC drivers and select
fnic_driver_1.6.0.17a_ESX55-offline_bundle-2774889.zip.

Click Open and Yes to upload the file to datastore1.
Click the fourth button and select Upload File.

Navigate to the saved location for the downloaded VIC drivers and select enic-2.1.2.71_esx55-
offline_bundle-2739120.zip.

Click Open and Yes to upload the file to datastore1.
Make sure the files have been uploaded to both ESXi hosts.

From the management workstation, open the VMware vSphere Remote CLI that was previously in-
stalled.

At the command prompt, run the following commands to account for each host

esxcli -s <<var_vm host infra 01 ip>> -u root -p <<var password>> --thumbprint
<host thumbprint> software vib update -d
/vmfs/volumes/datastorel/fnic driver 1.6.0.17a ESX55-offline bundle-2774889.zip

# To get the host thumbprint, type the command without the --thumbprint option, then copy and paste the
thumbprint into the command.

esxcli -s <<var_vm host infra 02 ip>> -u root -p <<var password>> --thumbprint
<host thumbprint> software vib update -d
/vmfs/volumes/datastorel/fnic driver 1.6.0.17a ESX55-offline bundle-2774889.zip

esxcli -s <<var_vm host infra 01 ip>> -u root -p <<var password>> --thumbprint
<host thumbprint> software vib update -d /vmfs/volumes/datastorel/enic-
2.1.2.71 esx55-offline bundle-2739120.zip

esxcli -s <<var_vm host infra 02 ip>> -u root -p <<var password>> --thumbprint
<host thumbprint> software vib update -d /vmfs/volumes/datastorel/enic-
2.1.2.71 esx55-offline bundle-2739120.zip

13.

Back in the vSphere Client for each host, right click the host and select Reboot.
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14. Click Yes and OK to reboot the host.

15. Log back into each host with vSphere Client.

Mount Required Datastores

ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02

To mount the required datastores, complete the following steps on each ESXi host:

1. From the vSphere Client, select the host in the inventory.
2. To enable configurations, click the Configuration tab.
3. Click Storage in the Hardware pane.

4. From the Datastores area, click Add Storage to open the Add Storage wizard.

) Add Storage EI@

Select Storage Type
Specify if yvou want ko Format a new volume or use a shared Folder over the netwark,

= MAS Storage Type
Metwark, File Systern

' A
Ready o Complete I

Create a datastore on a Fibre Channel, i5C31, o local SC31 disk, or mount an exisking YMFS volume,

¥ Network File System
Choose this option if vou wank ko create & Netwark File System,

Help | <« Back | Mext = I Cancel |

Y

5. Select Network File System and click Next.
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6. The wizard prompts for the location of the NFS export. Enter
<<var node02 nfs 1if infra datastore 1 ip>> as the IP address for
nfs 1if infra datastore 1.
7. Enter /infra datastore 1 as the path for the NFS export.
8. Confirm that the Mount NFS read only checkbox is not selected.
9. Enter infra datastore 1 as the datastore name.
[ @ Add Storage =RREN X

Locate Network File System

Which shared folder will be used as a vSphere datastore?

|
= HAS Properties
Metwork File System
Ready to Complete Server: |192. 168,239,252
Examples: nas, nas.it.com, 192.168.0.1or
FEB0:0:0:0:2AA:FF:FESA:4CA2
Folder: |,."|nfra_datasb3re_1

Example: fvols/vold/datastore-001

[ Mount NFS read only

| If a datastore already exists in the datacenter for this NF5 share and you intend
“  to configure the same datastore on new hosts, make sure that you enter the
same input data (Server and Folder) that you used for the original datastare.
Different input data would mean different datastores even if the underlying NFS
storage is the same,

Datastore Mame

infra_datastore_1

Help | < Back | MNext = I Cancel

10. To continue with the NFS datastore creation, click Next.

11. To finalize the creation of the NFS datastore, click Finish.
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File Edit View Inventory Administration Plug

s Help

€ |g§ Home b g8 ventory b 3l Inventory

a &

[0 [192.168.3.106)

Recent Tasks

Name

A01-ESXI-106 VMware ESX|, 5.5.0, 2068190 | Evaluation (59 days remaining)

Getting Started ' Summary | Virtual Machines ' Resource Allocation

Perfarmance

Configuration

Local Users & Groups

Events

Permissions

Time Configuration

DNS and Routing

Authentication Services

Virtual Machine Startup/Shutdown
virtual Machine Swapfile Location
Security Profile

Host Cache Configuration

Server:
Folder:

192.168.239.252
finfra_datastore_1

425.41G8 M Used
324.59GB [ Free

Hardware View: |Datastores Devices B
Health Status Datastores Refresh  Delete  Add Storage...  RescanAl...
Processors Tdentification + | Device | Drive Type Capacity | Free | Type | LastUpdate | Hardware Accele
Memaory B datastorel NETAPP iSCSI Disk.. Non-S3 2.50 GB 192GB WMFSS  3/12/20157:3%:10AM  Supported

+ Storage H infra_datastore 1 192.168.239.252:.. Unknown 750.00 GE 32459 GB NFS 3/12/20157:38:40AM  Not supported
Networking
Storage Adapters
Network Adapters
Advanced Settings 3
Power Management < 1 | v

Software Datastore Details Properties...
Licensed Features infra_datastore_1 750.00GB  Capadty

' )=

m

.

| Target

| Status

Name, Target or Status contains: = Clear %

] »

$1 Creste NAS datastore
1 Updatevirtual svitch

[F Tasks |

192.168.3.106
192.168.3.106

| Details
@ Completed
@ Completed

| Initiated by

| Requested Start Ti...~ | Start Time
root 3/12/2015 7:38:40 AM
root 3/12/2015 7:38:03 AM

3/12/2015 7:38:40 AM
3/12/2015 7:38:03 AM

| Completed Time

[Evaluation Mode: 53 days remaining _[root

12. From the Datastores area, click Add Storage to open the Add Storage wizard.
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If,JAdd Storage EI@

Select Storage Type
Specify if vou want ko Format a new volume or use a shared Folder over the netwark,

= NAS Skorage Type
Mebwark, File Systerm

r_" o
Ready to Complete I I

Create a datastore on a Fibre Channel, 5231, or local 52371 disk, or mount an existing YMFS volume,

* Metwork File System
Choose this option if you wank ko create a Metwark File System,

Help | = Back | Mext = I Cancel |

13. Select Network File System and click Next.

14. The wizard prompts for the location of the NFS export. Enter
<<var node(Ol nfs 1if infra swap_ ip>> asthe IP address for nfs 1if infra swap.

15. Enter /infra swap as the path for the NFS export.
16. Confirm that the Mount NFS read only checkbox is not selected.

17. Enter infra swap as the datastore name.
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[‘EJ Add Storage = | B |

Locate Network File System
1 Which shared folder will be used as a vSphere datastore?

E MAS Properties
Metwork File System
Ready to Complete

Server: |19 2.168.239,251

Examples: nas, nas.it.com, 192,168.0.1 or
FEBD:0:0:0: 2AA:FF:FE9A:4CAZ

Folder: | finfra_swap
Example: fvolsfvald/datastore-001

[ Mount NFS read only

I If a datastore already exists in the datacenter for this MF5 share and you intend
~  to configure the same datastore on new hosts, make sure that you enter the
same input data (Server and Folder) that you used for the original datastore.
Different input data would mean different datastores even if the underlying NFS
storage is the same.

Datastore Mame

infra_swap

Help | < Back Mext =

18. To continue with the NFS datastore creation, click Next.

19. To finalize the creation of the NFS datastore, click Finish.

Configure NTP on ESXi Hosts

ESXi Hosts VM-Host-Infra-01 and VM-Host-Infra-02

To configure Network Time Protocol (NTP) on the ESXi hosts, complete the following steps on each host:

1. From the vSphere Client, select the host in the inventory.

2. Click the Configuration tab.

3. Click Time Configuration in the Software pane.

4. Click Properties at the upper-right side of the window.

5. At the bottom of the Time Configuration dialog box, click Options.

6. In the NTP Daemon (ntpd) Options dialog box, complete the following steps:
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10.

11.

a. Click General in the left pane and select Start and stop with host.
b. Click NTP Settings in the left pane and click Add.

In the Add NTP Server dialog box, enter <<var_switch_a_ntp_ip>> as the IP address of the NTP
server and click OK.

Click Add.

In the Add NTP Server dialog box, enter <<var_switch_b_ntp_ip>> as the IP address of the NTP
server and click OK.

In the NTP Daemon Options dialog box, select the Restart NTP service to apply changes checkbox
and click OK.

In the Time Configuration dialog box, complete the following steps:

a. Select the NTP Client Enabled checkbox and click OK.

b. Verify that the clock is now set to approximately the correct time.

# The NTP server time may vary slightly from the host time.

Move VM Swap File Location

ESXi VM-Host-Infra-01 and VM-Host-Infra-02

To move the VM swap file location, complete the following steps on each ESXi host:

1.

2.

From the vSphere Client, select the host in the inventory.

To enable configurations, click the Configuration tab.

Click Virtual Machine Swapfile Location in the Software pane.
Click Edit at the upper-right side of the window.

Select “Store the swapfile in a swapfile datastore selected below.”

Select the <infra swap> datastore in which to house the swap files.
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2 irtual Machine Swapfile Location @
Swapfile Location
Store the swapfile in the same directory as the virtual machine.
This is a recommended option,
* Store the swapfile in a swapfile datastore selected below,

i, This option could degrade wMation perfarmance For the affected virtual machines.
MNarne Capacity | Provisioned Free | Tvpe Thin Pravis
[datastorel] 250GE 599,00 MB 1,92 GB WMFS Supported
[infra_dataskor... 500,00 GE 5,90 ME 499,99 GE NF3 Supported
[infra_swap] 100,00 GE 156,00 KB 100,00 GE  MNFS Supported
4 n I

(0] 4 Cancel Help

7. Click OK to finalize moving the swap file location.

VMware vCenter 6.0
The procedures in the following subsections provide detailed instructions for installing the VMware vCenter

6.0 Server Appliance in an environment. After the procedures are completed, a VMware vCenter Server will
be configured.

Install the Client Integration Plug-in
To install the client integration plug-in, complete the following steps:

1. Download the .iso installer for the vCenter Server Appliance and Client Integration Plug-in.

2. Mount the ISO image to the Windows virtual machine or physical server on which you want to install
the Client Integration Plug-In to deploy the vCenter Server Appliance.

3. In the software installer directory, navigate to the vcsa directory and double-click VMware-
ClientIntegrationPlugin-6.0.0.exe. The Client Integration Plug-in installation wizard appears.
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ﬁ! VMware Client Integration Plug-in 6.0.0 | = 22 |

Welcome to the installation wizard for the
VMware Client Integration Plug-in 6.0.0

This wizard will install the WMware Client Integration Plug-in
5.0.0 on your computer,

To continue, dick Mext,

Client Integration
Plug-in

Back [ Mext ] [ Cancel

4. On the Welcome page, click Next.

5. Read and accept the terms in the End-User License Agreement and click Next.
6. Click Next.

7. Click Install.

Building the VMware vCenter Server Appliance

To build the VMware vCenter virtual machine, complete the following steps:

1. In the software installer directory, double-click vcsa-setup.html.

2. Allow the plug-in to run on the browser when prompted.
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1. Please install the Client Integration Plugin 6.0 provided in the vCenter Server Appliance ISO image (requires quitting the browser).

2. When prompied, allow access to the Client Integration Plugin.

Detecting Client Integration Plugin... 10sec

==
Launch Application e

This link needs to be opened with an application.
Send to:

“C\Program Files (x86)\VMware\Client gration Plug-in 6.0% csd.exe” --protocol "%1"

Choose an Application

Remember my choice for vmware-csd links,

This can be changed in Firefox's preferences.

3. On the Home page, click Install to start the vCenter Server Appliance deployment wizard.

r

vCenter”Server Appliance" 6.0

Install

4. Read and accept the license agreement, and click Next.
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'[j‘ VMware vCenter Server Appliance Deployment

1 End User License Agreement End User License Agreement

2 Connect to target server
3 Set up virtual machine
4 Select deployment type
5 Setup Single Sign-on

6 Single Sign-on Site

7 Select appliance size

8 Select datastore

9 Configure database

10 Network Settings

11 Ready to complete

Please read the following license agreement before proceeding.

VMWARE END USER LICENSE AGREEMENT |:|
PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN YOUR USE OF
THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING THE INSTALLATION OF THE
SOFTWARE.

IMPORTANT-READ CAREFULLY: BY DOWNLOADING, INSTALLING, OR USING THE SOFTWARE, YOU (THE
INDIVIDUAL OR LEGAL ENTITY) AGREE TO BE BOUND BY THE TERMS OF THIS END USER LICENSE
AGREEMENT (“EULA"). IF YOU DO NOT AGREE TO THE TERMS OF THIS EULA, YOU MUST NOT
DOWNLOAD, INSTALL, OR USE THE SOFTWARE, AND YOU MUST DELETE OR RETURN THE UNUSED
SOFTWARE TO THE VENDOR FROM WHICH YOU ACQUIRED IT WITHIN THIRTY (30) DAYS AND REQUEST
AREFUND OF THE LICENSE FEE, IF ANY, THAT YOU PAID FOR THE SOFTWARE.

EVALUATION LICENSE. If You are licensing the Software for evaluation purposes, Your use of the Software is
only permitted in 3 non-production environment and for the period limited by the License Key. Notwithstanding
any other provision in this EULA, an Evaluation License of the Software is provided “AS-IS” without
indemnification, support or warranty of any kind, expressed or implied.

1. DEFINITIONS.

1.1 “Affiliate” means, with respect to a party, an entity that is directly or indirectly controlled by or is under
common control with such party, where “control” means an ownership, voting or similar interest representing «

« »

| prnt |

Back Net || Finish Cancel |
4

5. In the “Connect to target server” page, enter the ESXi host name, User name and Password.

% vMware vCenter Server Appliance Deployment

+ 1 End User License Agreement
3 Set up virtual machine
4 Select deployment type
5 Set up Single Sign-on
6 Single Sign-on Site
7 Select appliance size
8 Select datastore
9 Configure database
10 Network Settings
11 Ready to complete

Connect to target server
Specify the ESXi host on which to deploy the vCenter Server Appliance.

FQDN or IP Address: | 192.169.51.17 |

User name: | root

Password: | sscssseee ‘

A\ Before proceeding:

» Make sure the ESXi hostis not in lock down mode or maintenance mode.
« YWhen deploying to a vSphere Distributed Switch (VD S), the appliance must be deployed to an ephemeral
portgroup. After deployment, it can be moved to a static or dynamic portgroup.

| Back ” Pext ] Finish

| Cancel

6. Click Yes to accept the certificate.



VMware vSphere 6.0 Setup

7. Enter the Appliance name and password details in the “Set up virtual machine” page.

S VMware vCenter Server Appliance Deployment
+ 1 End User License Agreement Set up virtual machine
2 COMIOEt to (ool Soomer Specify virtual machine settings for the vCenter Server Appliance to be deployed.
Appliance name: [ iceet-vcenter | @
1 Select deployment type
5 Set up Single Sign-on QS user name: root
6 Single Sign-on Site _
7 Select appliance size 08 password: [roscascess i
R Confirm 05 password: ssssssnss |
9 Configure database
10 Network Settings
11 Ready to complete
Back MNext Finish Cancel

8. In the “Select deployment type” page, choose “Install vCenter Server with an embedded Platform
Services Controller”.
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', E!' VMware vCenter Server Appliance Deployment

v 1 End User License Agreement
+ 2 Connect to target server
v 3 Setup virtual machine

5 Set up Single Sign-on

6 Single Sign-on Site

7 Select appliance size

8 Select datastore

9 Configure database

10 Network Settings

11 Ready to complete

Select deployment type

Select the services to deploy onto this appliance.

vCenter Server 6.0 requires a Platform Services Controller, which contains shared services such as Single
Sign-On, Licensing, and Certificate Management. An embedded Platform Services Controller is deployed on the
same Appliance VM as vCenter Server. An external Platform Services Controller is deployed in a separate Appliance
VM. For smaller installations, consider vCenter Server with an embedded Platform Services Controller. For larger
installations with multiple vCenter Servers, consider one or more external Platform Services Controllers. Refer to
the vCenter Server documentation for more information.

Note: Once you install vCenter Server, you can only change from an embedded to an external Platform Services

Controller with a fresh install.

Embedded Platform Services Controller

(® Install vCenter Server with an Embedded
Platform Semvices Controller

External Platform Services Controller

VM or Host

9. Click Next.

VM or Host |
______ |
. Platiorm Sorv
(" Install Platform Services Controller l priitimebizagy :
(" Install vCenter Server (Requires External q )
Platform Senvices Controller) VM or Host VM or Host
vCenter Server 1 | vCentor Server |
,,,,,,,,, /) .
[ Back J [ Next ] Finish Cancel J

10. In the “Set up Single Sign-On” page, select “Create a new SSO domain.”

11. Enter the SSO password, Domain name and Site name.
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[# WMware vCenter Server Appliance Deployment

+ 1 End User License Agreement
+ 2 Connect to target server
+ 3 Set up virtual machine
+ 4 Select deployment type
6 Select appliance size
7 Select datastore
8 Configure database
9 Network Settings
10 Ready to complete

Set up Single Sign-on (SS0O)
Create or join a S50 domain. An S50 configuration cannot be changed after deployment.

(® Create a new S50 domain
(" Join an S50 domain in an existing vCenter 6.0 platform services controller

vCenter S50 User name: administrator

vCenter S50 Password:

[eesesesss K
Confirm password: | sescesene |
$50 Domain name: | vsphere.lacal | (i}
S50 Site name: | ice | (]

A\ Before proceeding, make sure that the vCenter Single Sign-On domain name used is different than your
Active Directory domain name.

12. Click Next.

| Back || Nea || Finisn

| Cancel

13. Select the appliance size. For example, “Tiny (up to 10 hosts, 100 VMs).”

ﬂ' VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement
+ 2 Connect to target server

Select appliance size
Specify a deployment size for the new appliance

+ 3 Setup virtual machine
+ 4 Select deployment type
+ 5 Setup Single Sign-on

7 Select datastore

8 Configure database

9 Network Settings

10 Ready to complete

Appliance size:

Description:

This will deploy a Tiny VM configured with 2 vCPUs and 8 GB of memory and requires 120 GB of disk space.
This option contains vCenter Server with an embedded Platform Services Controller.

§Tmy (up to 10 hosts, 100 VMs) ]

Back || Net [| Finish

| Cancel

4
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14. Click Next.

15. In the “Select datastore” page, choose infra_datastore_1.

[ vmware vCenter Server Appliance Deployment

+ 1 End User License Agreement Select datastore

Selectthe storage location for this deployment
+ 2 Connect to target server g voy

v 3 Setupvirtual machine The following datastores are accessible. Select the destination datastore for the virtual machine configuration files
4 Select deployment type and all of the virtual disks.

v 5 Setup Single Sign-on
+ 6 Select appliance size Name Type Capacity Free Provisioned Thin Provisioning

datastore VMFS 125GB 11.63GB 0.87 GB true

8 Configure database infra_datastore_1 NFS 500 GB 499.99 GB 0.01GB true
9 Network Settings

infra_swap NFS 100 GB 99.99 GB 0.01GB true
10 Ready to complete

I™ Enable Thin Disk Mode @

Back H Next Finish Cancel

16. Click Next.

17. Select embedded database in the “Configure database” page. Click Next.
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ﬂ' VMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Configure database

Configure the database for this deployment
+ 2 Connect to target server - ploy

v 3 Setup virtual machine (® Use an embedded database (vPostgres)
+ 4 Select deployment type (" Use Oracle database

+ 5 Setup Single Sign-on

+ 6 Select appliance size

+ 7 Select datastore

Back |§ Next [ | Finish Cancel

18. In the “Network Settings” page, configure the below settings:

a. Choose a Network: MGMT-Network
b. IP address family: IPV4

c. Network type: static

d. Network address: <<var_vcenter_ip>>

e. System name: <<var_vcenter_fqdn>>

f. Subnet mask: <<var_vcenter_subnet_mask>>

g. Network gateway: <<var_vcenter_gateway>>
Network DNS Servers: <<var_dns_server>>

i. Configure time sync: Use NTP servers

j. (Optional). Enable SSH
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% vmMware vCenter Server Appliance Deployment

+ 1 End User License Agreement Network Settings

Configure network settings for this deployment.

+ 2 Connect to target server

+ 3 Set up virtual machine Choose a network:
+ 4 Select deployment type
+ 5 Set up Single Sign-on IP address farmily:

+ 6 Select appliance size

+ 7 Select datastore Metwork type:
+ 8 Configure database
9 Network Settings Metwork address:

10 Ready to complete

address):

Subnet mask:

Network gateway:

Metwork DNS Servers

Configure time sync:

System name [FQDN or IP

(separated by commas)

l 1B-MGMT Netwark

= 8
[ ]

[ 192.168.51.21 |

I iceel-vcenterice.ice.netapp.com | (i )

| 255.255.255.0 |

[ 192.168.51.1 |

[10.61.186.19, 10.61.186.49 |

(" Synchronize appliance time with ESXi host

@ 1lee NTP cemeres (Renarated bw rammas)

m

Back | | Mext Finish Cancel
19. Review the configuration and click Finish.
(% vMware vCenter Server Appliance Deployment
+ 1 End User License Agreement Ready to complete
Flease review your settings befaore starting the installation.
2 Connect to target server : viewyour sefings betore siaring e | :
3 Set llp\r'iﬂllﬂl machine ESXi server info: 192.168.51.17
Narne: iceel-vcenter
paiSeicctdenicamentype Installation type: Install
+ 5 Set up Single Sign-on Deployment type: Embedded Platform Services Controller
6 Select appliance size Deployment Tiny (up o 10 hosts, 100 Vhis)
configuration:
v 7 Select datastore Datastore: infra_datastore_1
+ 8 Configure database Disk mode: thick
. Network mapping: Metwork 1 to IB-MGMT Network
9 Network Sett .
e ksl iy IP allocation: IPv4 | static
10 Ready to complete Time synchronization: Synchronize appliance time with ESXi host
Database: embedded
Properies: SSH enabled = true
550 User name = administrator
S50 Domain name = vsphere.local
550 Site name = ICE
Metwark 1 IP address =192.168.51.21
Host Name = iceel-veenterice.rtp.netapp.com
Network 1 netmask = 255,255,255.0
Default gateway = 192.168.51.1
DNS=10.61.186.19,10.61.186.49
| Back | Next | Finish Cancel

20. The vCenter appliance installation will take few minutes to complete.
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[ vMware vCenter Server Appliance Deployment

Installation Complete

YourvCenter Server is successfully installed.

Postinstall steps:

1.wCenter Server is installed in evaluation mode. Activate vCenter Server by using the ¥Sphere Web Client within 60
days. When the evaluation period of this vCenter Server expires, all hosts will be disconnected from this vCenter

Server,

2. Use the vSphere Web Clientto manage vCenter Server. Log in with the Single Sign-On administrator account

administrator@vsphere.local

‘fou can now login to vSphere Web Client: htps:fficeet-vcenterice np netapp comivsphere-client as

administrator@vsphere.local

Close

Setting Up VMware vCenter Server

1. Using a web browser, navigate to https://<<var_vcenter_ip>.

vmware

Getting Started

To access vSphere remotely, use the

vSphere Web Chent.

Log in to vSphere Web Client

For help, see

wSphere Documentation

2. Click Log in to vSphere Web Client.

3. Click OK if “Launch Application” window appears.

For Administrators
Web-Based Datastore Browser
Use your web browser to find and download files (for
example. virfual machine and vinual disk fles)

Browse datastores in the vSphere inventory
For Developers
vSphere Web Services SDK
Learn about our latest SDKs, Toolits, and APis for
managing Viware ESX. ESXI, and Vidware vCenler
Get sample code, reference documentation, participate
in gur Forum Discussions, and view our latest Sessions
and Webinars.

Leam more about the Web Senvices SDK

Browse objects managed by vSphere

Download trusted rool CA certificates
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This link needs to be opened with an application.
Send to:

"C:\Program Files (x86)\VMware\Client Integration Plug-in 6.0\vmware-csd.exe" --protocol "%1"

Choose an Application

("] Remember my choice for vmware-csd links.

VMware' vCenter” Single Sign-On

User name:

Password:

4. Log in using Single Sign-On username and password created during the vCenter installation.
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>
>
(23 Vs and Templates Hd ©Center Hosts and VMs and Storage Hetworking Contert Reaize
3 Storage 3 Irnventony Lists Clusters Templates Librasies. COrchestrator
>
Monitoring
>
3" ; 2
[#] 09 i S £ 5 65 L N
2 VCentse Host Profiles VMStorage  Customization
5 Policies Speccation
Manager Manager
Admisistration
> [ Watch Bow-10 Videas
a Roles. L Srstem Licensing =
Ex
Torget Eatan Incator Cuaued For Start Tima Camplation Time
MyTasks =  Tasks Filer = Mors Tasks

5. Navigate to vCenter Inventory Lists on the left pane.

gmlh-

vmware: vSphere Web Client =z L oA

|| Gatting started | Summary

Vhat is vCenter?

Th vCenter inventory lists and rees show
e objects 3s5ociabed with vCentar Server
sysbems. such as datacenters, hosts,
dusters, netwarking, storage, and virtual
machines.

invaniony lists allow you to vaw aggragated
lsts of Mese objects across vCenter Sener
systems. These fat lists enable easier baich
opetations.

Irrveniony rees are now avadable in he lop-
level Home iventony. bn Mese rees. objects
are amanged higrarchically in cne of four
‘atws: Hosts and Clusters, Vis and
Templates, Slorage, and Networking

Tos et stared with the vrtual infrastructure:

1. Create a datacenter
2. Add hosts 1o the datacenter
3. Create vihusal machines on e hosts

# Work In Progress L]

Taget Stata Initiater Cusnd For Start Tima Completion Time

More Tasks

6. Under Resources, click Datacenters in the left plane.
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vmware vSphere Web Client  #=

| £ marms. Ex
A0 Mew (D) Acknowd.

This list ks empty

# Work In Progress x

0 Objects |~

MyTasks =  Tasks Filtes

More Tasks

7. To create a Data center, click the leftmost icon in the center pane that has a green plus symbol
above it.

8. Type “FlexPod_DC” in the Datacenter name field.
9. Select the vCenter Name/IP option.

10. Click OK.
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New Datacenter 2l »
Datacenter name: FlexPod_Di
J Filter | Browse
® (@ Filter -
Mame 1la
(=) @ YENIKINDS. CISC0.com
e 1 Objects
OK ][ Cancel

11. Right-click the data center FlexPod_DC in the list in the center pane. Click New Cluster.
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@ waphere Web Client

=

vmware® vSphere Web Client  #=

LI

Administrator

Help =

C | B bEs: /v fvsphere-client/7cspifextensionldn30vsphere core datacenter gettingStarted %6 3Bcontext630com vmware.core. 9y | =

I

Navigator  §
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Virtual Ma
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.kl Datacenter

vCenter Server

oA | New()  Acknowd..

o esyiZvikings.cisco.cam

Metwark uplink redundancy lost

| # Work In Progress

vSphere Client

Explore Further

Learn more about datacente|
Learn how to create datacen
Learn about hosts

Learn about clusters

Learn about folders

Recent Tasks

Task Mame

Fescan HBA

Add Internet SCEI send targets
Add Internet SCEI send targets
Add Internet SCS1 send targets
Add Internet SCS1 send targets

F]

My Tasks = Tasks Filter =

Target

Status

esxilwikings.cisco... % Completed

ezl wvikings.cisco... Completed
ezl vikings.cisco.... Completed

esxil wikings.cisco.... Completed

«
L4
L4
L4

esxil wikings.cisco... Completed

12. Name the cluster FlexPod_Management.

Initiator Queued For
WEPHERE.LOCALN. .
YWEPHERE.LOCALN. .
WEPHERE.LOCALN. .
WEPHERE.LOCALY. .

WEPHERE.LOCALY. .

13. Check the box beside DRS. Leave the default values.

14. Check the box beside vSphere HA. Leave the default values.

Start Time

10/29/2015 3:49:59
T0/2902015 3:49:48
T0/2902015 3:49:36 .
T0P2952015 3:49:25
T0I29/2015 3:49:12

More Tasks
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“iJ New Cluster

(?) »

Mame

Location

~ DRE

Automation Level

migration Threshold

- ySphere HA

Host Monitaring

= Admission Control

Admission Control Status

Falicy

» W Monitaring
Whi Monitoring Status

mMaonitaring Sensitivity

» EVC

F Mirtual SAR

|FlexPnd_Management

FlexPod_DC
[w] Turn OM

| Fullyautomated | ~ |

Consenative ——"——— Aggressive

[v] Turn OM

[v/] Enable host monitoring

Admission control will prevent powering on Vs that violate availability
constraints

[v/] Enable admission control

Specify the type of the policy that admission control should enfarce.
(=) Host failures cluster tolerates: |1 $|

(I Percentage of cluster resources reserved as failover spare capacity.

| Disabled B3

Crwerrides forindividual “MWs can be set from the VW Cverrides page
fram Manage Settings area.

Low

% High

W

| Disable K3

[ ] Turn OM

[ OK ][ Cancel

15. Click OK to create the new cluster.

16. On the left pane, double click the “FlexPod_DC”.

17. Click Clusters.
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(&) waphere Wweb Client
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D@ clusters L 90 B B ¥ D | @actons B (a Fiter -
@ Hosts m Hame 1 a|#vailable CPU (GHZ) Available Memory (GE)
1 Virtual Machines 2] EJ FlexPod_Management 9A.62 GHz 237.05 GB
WM Templates in Folde... [
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B9 Datastore Clusters [ 0]
€3 Networks [ 1]
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| # \Work In Progress X
Clusters
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Fl o »
i 10hjects [~
o o
Recent Tasks X x
Task Hame Target Status Initiator Queued For Start Time Completis
Rescan HBA @ esil wvikings cisco.. % Completed WEPHERE.LOCALN.. GBrs  T0029/2015 3:49:59 0 1002972
Add Internet SCS1 send targets @ esxil vikings.cisco... % Completed WEPHERE.LOCALND.. dms 1002972015 3:49:48 1002972
Add Internet SCS1 send targets @ esil wvikings cisco.. % Completed WEPHERE.LOCALN.. dms 1002972015 3:49:36 . 1002972
Add Internet SCS1 send targets @ esuil vikings.cisco.. % Completed WEPHERE.LOCALN.. Sme 1002972015 3:49:26 0 1002972
Add Internet SCS1 send targets @ esil vikings cisco.. % Completed WEPHERE.LOCALN.. Sme 102972015 34912 0 10024972
4 1 *
My Tasks = Tasks Filter = More Tasks

e T Ty

18. Under the Clusters pane, right click the “FlexPod_Management” and select Settings.
19. Select Configuration > General in the list on the left and select Edit to the right of General.

20. Select Datastore specified by host and click OK.
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% FlexPod_Management - Edit Cluster Settings (2) M

Swap file location

() virtual machine directory
Stare the swap files in the same directory as the virtual machine.
(=) Datastore specified by host
Store the swap files in the datastore specified bythe hostto be used

forswap files. If not possible, store the swap files in the same
directony as the virtual machine.

& IJsing a datastare that iz notwisihle to hath hosts during vMotion might
affect the whMotion perfarmance far the affected witual machines.

OK H Cancel

21. Under the Clusters pane, right click the “FlexPod_Management” and click Add Host.
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22. In the Host field, enter either the IP address or the host name of one of the VMware ESXi hosts. Click
Next.

23. Type root as the user name and the root password. Click Next to continue.
24. Click Yes to accept the certificate.
25. Review the host details and click Next to continue.

26. Assign a license and click Next to continue.
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27. Click Next to continue.

28. Click Next to continue.

29. Review the configuration parameters.

Then click Finish to add the host.

M

Resources destination

FlexPod_Management

‘) Add Host 3
" 1 Name and location Marme eskil vikings.cisco.com
« 2 Connection settings Version Whitveare ESKI 6.0.0 build-2809209
+ 3 Hostsummary License Evaluation License
+ 4 Assign license Metwarks MGHT Metwork
+" 5 Lockdown mode Datastores datastorel
« & Resource pool infra_datastara_1
infra_swap
\/ Lockdown made Dizahled

Back Finish Cancel

30. Repeat the steps 18 to 27 to add the remaining VMware ESXi hosts to the cluster.

# Two VMware ESXi hosts will be added to the cluster.

ESXi Dump Collector Setup for iSCSI-Booted Hosts

ESXi hosts booted with iISCSI using the VMware iSCSI software initiator need to be configured to do core
dumps to the ESXi Dump Collector that is part of vCenter. The Dump Collector is not enabled by default on
the vCenter Appliance. To setup the ESXi Dump Collector, complete the following steps:

1. In the vSphere web client, select Home.

2. In the center pane, click System Configuration.

3. In the left hand pane, click VMware vSphere ESXi Dump Collector.

4. In the Actions menu, choose Start.

5. In the Actions menu, click Edit Startup Type.
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6. Select Automatic.
7. Click OK.
8. On the Management Workstation, open the VMware vSphere CLI command prompt.

9. Set each iSCSI-booted ESXi Host to coredump to the ESXi Dump Collector by running the following
commands:

esxcli -s <<var vm host infra 0l ip>> -u root -p <<var password>> -
—-thumbprint <host thumbprint> system coredump network set --
interface-name vmk(0 --server-ipv4 <<var vcenter server ip> --
server-port 6500

# To get the host thumbprint, type the command without the —-thumbprint option, then copy and paste the
thumbprint into the command.

esxcli —-s <<var vm host infra 02 ip>> -u root -p <<var password>> -
—-thumbprint <host thumbprint> system coredump network set --
interface-name vmk(0 --server-ipv4 <<var vcenter server ip> --
server-port 6500

esxcli -s <<var vm host infra 0l ip>> -u root -p <<var password>> -
—-thumbprint <host thumbprint> system coredump network set —--enable
true

esxcli —-s <<var vm host infra 02 ip>> -u root -p <<var password>> -
—-thumbprint <host thumbprint> system coredump network set —--enable
true

esxcli —-s <<var vm host infra 01 ip>> -u root -p <<var password>> -
—-thumbprint <host thumbprint> system coredump network check

esxcli —-s <<var vm host infra 02 ip>> -u root -p <<var password>> -
-thumbprint <host thumbprint> system coredump network check

Cisco UCS Virtual Media (vMedia) Policy for VMware ESXi Installation

Storage Controller Setup for vMedia Policy

NetApp Storage Cluster Setup

To setup the NetApp storage cluster, complete the following steps:
1. From and SSH session connected to the NetApp Storage cluster.
2. Allow the in-band mgmt vlan to access the infrastructure datastores.

3. Enter the following command:
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vserver export-policy rule create -policyname default -
<<var inband mgmt subnet cidr>> -rorule sys -rwrule sys —-allow-suid
false -vserver Infra-SVM -ruleindex 3 -protocol nfs —superuser sys

4. Create 2 ports and then add those ports to the newly created broadcast domain, enter the following
commands:

network port vlan create -node clus-01 -vlan-name ala-113
network port vlan create -node clus-01 -vlan-name ala-113

broadcast-domain create -broadcast-domain IB-MGMT -mtu 1500 -ports
clust-01:a0a-113, clus-02:a0a-113

5. To Create an additional network interface for the infrastructure datastore to be accessed from the
Inband mgmt network, enter the following commands:

network interface create -vserver Infra-SVM -1if nfs IB-MGMT -role
data —-data-protocol nfs -home-node clus-02 -home-port ala-113 -
address <<var inband nfs ip>> -netmask

<<var_ inband mgmt vlan mask>> -status-admin up —-failover-policy
broadcast-domain-wide —-firewall-policy data —-auto-revert true -
failover-group IB-MGMT

6. From the vSphere interface; Select the home tab and select Storage.

7. Expand FlexPod_DC and Infra_datastore 1.

8. Right-click and select Browse Files.

9. Click the third icon to create a new folder; name this folder software and click Create.

10. Select the software folder in the list on the left; click the first icon to upload a file to the datastore.
11. Browse to the VMware Cisco custom ISO and upload it to the datastore.

12. Log in to the Cisco UCS Manager.

13. Select the servers Tab , Policies = root = vMedia Policies.

14. Right-click vMedia Policies and select create vMedia Policy.

15. Fill in the Policy name and then click the green + sign.

16. Enter the vMedia Mount name, Ip Address, Remote file and remote path.
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Create vMedia Mount

Create vMedia Mount

File: [W¥mware-ESXi-6.0.0-2494585-Custom-Cisco-6.0.0.1.is0

i)
he |finfra_datastore_1/software|
o

[oc | conel

17. Select OK in the create vMedia mount window.
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Create vMedia Policy ;

Mame: Zi-b-iso-Mounk
1)

Des::rjpl:inn:l
Retry on Mount Fallure; | © No & Yes
viedia Mounts
i = & Filter | = Expart gz Print
Mame | Type | Protocol | Authentication Protocol | Server | Flename | RemotePath | User |6
= ES®CDD MNFS Def aulk 10.1.156... ¥mware-E... /infra_datast... (=)

0K I Cancel |

18. Click OK in the Create vMedia Policy window, select OK to pop up window.
19. Select Service Profile Templates - root.

20. Right click Service Profile Template and select Create a Clone.

21. Name the Clone, and select the root Org.

Create Clone From ¥M-Host-Infra-Fabric-A

L] Clane I'l.lame:I'u'M-Hu:ust-]nFra-FaI:uriu:-.ﬁ.-'uMedia

[ ok | cacel | Hep |

22. Select OK to close the create clone window.
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23. Select the Template that was just created and select the vMedia Policy tab.
24. In the Actions Pane, select Modify vMedia Policy.

25. Select the ESXi-6-iso-Mount policy from the drop-down menu.

+ Modify ¥Media Policy

Modify viMedia Policy

ikl (= | Filter | = Export | iz Print
Mame | Type| Prot... | Authentication .| Server | Filename | Remots Path  |User|B
B ESHiEMCDD MFS  Default 10.1.15... Wrware-ES¥-6.0,0-2494585-Custom-. .. finfra_datastore_1/...

[ox | concel |

26. Click OK to close the Modify vMedia Policy window.

27. Click OK in the pop up window.

ﬁ For any new servers added to the Cisco UCS environment the vMedia service profile template can be used
to create the service profile. On first boot the host will boot into the ESXi installer. After ESXi is installed,
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you can unbind from the vMedia Service Profile Template and bind to the original Service Profile Template

and the ESXi installer will not be automatically mounted.

FlexPod Cisco Nexus 1110-X and 1000V vSphere

This section provides detailed procedures for installing a pair of high-availability (HA) Cisco Nexus 1110-X
Virtual Services Appliances (VSAs) in a FlexPod configuration. This validation effort used a preexisting
management infrastructure to support the VSA devices and therefore does not document the cabling
configuration.

Primary and standby Cisco Nexus 1000V Virtual Supervisor Modules (VSMs) are installed on the 1110-Xs

and Cisco Nexus 1000V distributed virtual switch (DVS) will be provisioned. This procedure assumes that the

Cisco Nexus 1000V software version 5.2(1)SV3(1.5b) has been downloaded from Cisco Nexus 1000V
Download Link and expanded. It is recommended to install software version 5.2(1)SP1(7.3) on the Nexus

1110-Xs using Cisco Nexus Cloud Services Platform Software Installation and Upgrade Guide. Additionally,

this procedure assumes that Cisco Virtual Switch Update Manager (VSUM) version 1.5.3 has been
downloaded from Cisco VSUM Download Link and expanded. This procedure also assumes that VMware
vSphere 6.0 Enterprise Plus licensing is installed.

Configure CIMC Interface on Both Cisco Nexus 1110-Xs

Cisco Nexus 1110-X A and Cisco Nexus 1110-X B

To configure the Cisco Integrated Management Controller (CIMC) interface on the Cisco Nexus 1110-X
VSAs, complete the following steps:

1. Using the supplied dongle, connect a monitor and USB keyboard to the KVM console port on the
front of the Cisco Nexus 1110-X virtual appliance.

2. Reboot the virtual appliance.

3. Press F8 when prompted to configure the CIMC interface.

4. Using the spacebar, set the NIC mode to Dedicated.

5. Clear the checkbox for DHCP enabled.

6. Set the CIMC IP address (<<var_cimc_ip>>) in the out-of-band management VLAN.
7. Set the CIMC subnet mask (<<var_cimc_mask>>).

8. Set the CIMC gateway (<<var_cimc_gateway>>).

9. Set the NIC redundancy to None.

10. Set and reenter the CIMC default password (<<var_password>>).

11. Press F10 to save the configuration.

12. Continue pressing F5 until Network settings configured is shown.


https://software.cisco.com/download/release.html?mdfid=282646785&flowid=42790&softwareid=282088129&release=5.2(1)SV3(1.5a)&relind=AVAILABLE&rellifecycle=&reltype=latest
https://software.cisco.com/download/release.html?mdfid=282646785&flowid=42790&softwareid=282088129&release=5.2(1)SV3(1.5a)&relind=AVAILABLE&rellifecycle=&reltype=latest
http://www.cisco.com/c/en/us/td/docs/switches/datacenter/nexus1000/cloud_services_platform/521_SP1_71/sw/IU/guide/b_Cisco_Nexus_CSP_SW_IU_Guide_Rel_5_2_1_SP1_7_1.html
https://software.cisco.com/download/release.html?mdfid=282646785&flowid=42790&softwareid=286280428&release=1.5.3&relind=AVAILABLE&rellifecycle=&reltype=latest
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13. Press Esc to reboot the virtual appliance.

Configure Serial over LAN for Both Cisco Nexus 1110-Xs

Cisco Nexus 1110-X A and Cisco Nexus 1110-X B

To configure serial over LAN on the Cisco Nexus 1110-X VSAs, complete the following steps:

1. Use a Web browser to open the URL at http://<<var_cimc_ip>>.

2. Log in to the CIMC with the admin user id and the CIMC default password (<<var_password>>).
3. In the left column, click Remote Presence.

4. Click the Serial over LAN tab.

5. Select the Enabled checkbox for Serial over LAN Properties.

6. From the Baud Rate drop-down menu, select 9600 bps.

7. Click Save Changes.

#8 Cisco Integrated Management Controller WebUI - Windows Internet Explorer =[=1E3
= ) = - Lyhr)
@:’: = Ié PEips:[/192.168.17... pjw hedl B 2 Cisco Integrated Manageme,,, X | | i 27 483
- |
O 1Ntedgrated Mianademe O olle :
-
Overall Server Status @ '_!/ g 700 )
gGood
Remote Presence
Server l Admin -\ r Wirtual KM ‘i Virtual Media I Serial over LAN ]
Summary Serial over LAN Properties
Inventory Enabled: [
S Baud Rate: | 9600 bps ]‘
Systemn Event Lo
¥ d Corn Port: cornl a‘
Remote Presence
BIOS

Power Policies

Fault Surmmary

[Save Changes] [Reset \.-'a\ues]

8. Log out of the CIMC Web interface.
9. Use an SSH client to connect to <<var_cimc_ip>> with the default CIMC user name and password.

10. Enter “connect host.”
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login as: adwin ;I
adminfll192.1658.171.127's passwvord:

ncs-cZZ0-m3# connect host

CIZCO Serial Crver LAN:

Close Network Connection to Exit

Invalid adwin password. Please try again.

Enter the password for Madmin™:

Configure Cisco Nexus 1110-X Virtual Appliances

Cisco Nexus 1110-X A

To configure Cisco Nexus 1110-X A, complete the following steps:
1. Reboot the virtual appliance. The appliance should boot into a setup mode.

Enter the password for “admin”: <<var password>>

Confirm the password for “admin”: <<var password>>

Enter HA role[primary/secondary]: primary

Enter the domain 1d<1-4095>: <<var vsa domain_ id>>

Enter control vlan <1-3967, 4048-4093>: <<var_ pkt-ctrl vlan id>>
Control Channel Setup.

Choose Uplink: < Gig:1,2 10Gig:7,8 NewPortChannel:0 >[0]: Enter
Choose type of portchannel <ha/lacp>[hal: lacp

PortChannell - Choose uplinks < Gig:1,2 10Gig:7,8 >[1,2]: 7,8

Enter management vlan <1-3967, 4048-4093>: <<var ib-mgmt vlan_ id>>
Management Channel setup

Choose Uplink: < Gig:1,2 Pol:9 NewPortChannel:0 >[9]: Enter
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Would you like to enter the basic system configuration dialogue (yes/no): yes
Create another login account (yes/no) [n]: Enter
Configure read-only SNMP community string (yes/no) [n]: Enter
Configure read-write SNMP community string (yes/no) [n]: Enter
Enter the VSA name : <<var 1110x vsa>>
Continue with Out-of-band (mgmt0) management configuration? (yes/no) [y]: Enter
Mgmt0 IP address type V4/V6? (V4): V4
Mgmt0 IPv4 address : <<var 1110x vsa_ ip>>
MgmtO IPv4 netmask : <<var 1110x vsa mask>>
Configure the default gateway? (yes/no) [y]: Enter
IPv4 address of the default gateway : <<var 1110x vsa gateway>>
Configure advanced IP options? (yes/no) [n]: Enter
Enable the telnet service? (yes/no) [n]: Enter
Enable the ssh service? (yes/no) [y]: Enter
Type of ssh key you would like to generate (das/rsa) [rsa]: Enter
Number of rsa key bits <768-2048> [1024]: Enter
Enable the http server? (yes/no) [y]: Enter
Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address: <<var switch a ntp ip>>

2. Review the configuration summary. If everything is correct, enter no to skip editing the configuration.

Would you like to edit the configuration? (yes/no) [n]: Enter
Use this configuration and save it? (yes/no) [y]: Enter

3. The Cisco Nexus 1110-X saves the configuration and reboots. After reboot, log back in as admin.

Cisco Nexus 1110-X B

To configure the Cisco Nexus 1110-X B, complete the following steps:

1. Reboot the virtual appliance. The appliance should boot into a setup mode.3

Enter the password for “admin”: <<var password>>

£

This is the same password that you entered on the primary Cisco Nexus 1110-X.

2. Enter the admin password again to confirm: <<var_password>>.

Enter HA role[primary/secondary]: secondary

Enter the domain 1d<1-4095>: <<var vsa domain_ id>>
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fiis

This is the same domain id that you entered on the primary Cisco Nexus 1110-X.

Enter control vlan <1-3967, 4048-4093>: <<var pkt-ctrl vlan id>>
Control Channel Setup.
Choose Uplink: < Gig:1,2 10Gig:7,8 NewPortChannel:0 >[0]: Enter
Choose type of portchannel <ha/lacp>[hal: lacp
PortChannell - Choose uplinks < Gig:1,2 10Gig:7,8 >[1,2]: 7,8
Enter management vlan <1-3967, 4048-4093>: <<var ib-mgmt vlan id>>
Management Channel setup
Choose Uplink: < Gig:1,2 Pol:9 NewPortChannel:0 >[9]: Enter

3. The Cisco Nexus 1110-X saves the configuration and reboots.

Set Up the Primary Cisco Nexus 1000V VSM

Cisco Nexus 1110-X A

To set up the primary Cisco Nexus 1000V VSM on the Cisco Nexus 1110-X A, complete the following steps:

£

These steps are completed from the primary Nexus 1110-X A

1. Continue periodically running the following command until module 2 (Cisco Nexus 1110-X B) has a
status of ha-standby.

show module

2. Enter the global configuration mode and create a virtual service blade.

config t
virtual-service-blade VSM-1
dir /repository

3. If the desired Cisco Nexus 1000V ISO file (n1000v-dk9.5.2.1.SV3.1.5b.iso) is not present on the Cis-
co Nexus 1110-X, run the copy command to copy it to the Cisco Nexus 1110-X disk. You must
place the file either on an FTP server or on a UNIX or Linux® machine {(using scp) that is accessible
from the Cisco Nexus 1110-X management interface. An example copy command from an FTP serv-
er is copy ftp://<<var_ftp_server>>/n1000v-dk9.5.2.1.SV3.1.5b.iso /repository/.

virtual-service-blade-type new nl000v-dk9.5.2.1.SV3.1.5b.1iso
interface control vlan <<var pkt-ctrl vlan id>>

interface packet vlan <<var pkt-ctrl vlan id>>

enable primary

Enter vsb image:[nl1000v-dk9.5.2.1.SV3.1.5b.iso] Enter
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Enter domain i1d[1-4095]: <<var vsm domain id>>

# This domain ID should be different than the VSA domain ID.

Enter SVS Control mode (L2 / L3): [L3] Enter

Management IP version [V4/V6]: [V4] Enter

Enter Management IP address: <<var vsm mgmt ip>>

Enter Management subnet mask: <<var vsm mgmt mask>>

IPv4 address of the default gateway: <<var_ vsm mgmt gateway>>
Enter HostName: <<var vsm hostname>>

Enter the password for 'admin': <<var password>>

# This password must be entered with only uppercase and lowercase letters. No special characters can be
used in this password.

Do you want to continue with installation with entered details (Y/N)? [Y} Enter

copy run start

4. Run show virtual-service-blade summary. Continue periodically entering this command until the pri-
mary VSM-1 has a state of VSB POWERED ON.

5. Modify the management, control and packet interface and set PortChannel 1 as the uplink interface
(if needed):

virtual-service-blade VSM-1
interface control uplink PortChannell
interface management uplink PortChannell

interface packet uplink PortChannell

Set Up the Secondary Cisco Nexus 1000V VSM

To set up the secondary Cisco Nexus 1000V VSM on Cisco Nexus 1110-X B, complete the steps in the
following two subsections:

Cisco Nexus 1110-X A

enable secondary

Enter vsb image: [nl1000v-dk9.5.2.1.Sv3.1.5b.iso] Enter

Enter domain 1d[1-4095]: <<var_ vsm domain id>>
Enter SVS Control mode (L2 / L3): [L3] Enter
Management IP version [V4/V6]: [V4] Enter

Enter Management IP address: <<var vsm_ mgmt ip>>
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Enter Management subnet mask: <<var vsm_ mgmt mask>>

IPv4 address of the default gateway: <<var vsm mgmt gateway>>
Enter HostName: <<var vsm hostname>>

Enter the password for ‘admin’: : <<var password>>

This password must be entered with only uppercase and lowercase letters. No
special characters can be used in this password. Do you want to continue
installation with entered details (Y/N)? [Y}

6. Type show virtual-service-blade summary. Continue periodically entering this command until both
the primary and secondary VSM-1s have a state of VSB POWERED ON and Roles are correctly iden-
tified.

copy run start

Install Cisco Virtual Switch Update Manager

VMware vSphere Web Client

To install the Cisco Virtual Switch Upgrade Manager from OVA in the VMware virtual environment, complete
the following steps:

1. Log into the VMware vSphere Web Client.

2. In the pane on the right, click VMs and Templates.

3. In the center pane, select Actions > Deploy OVF Template.

4. Select Browse and browse to and select the Nexus1000v-vsum.1.5.3.ova file.
5. Click Open.

6. Click Next.
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s

Deploy OVF Template (Z)
1 Source Select source
Selectthe source location
1h Review details Enter a URL to download and install the OWF package from the Internet, or browse to a location accessihble from yvour computer,
such as a local hard drive, a netwark share, ar a COIDYD drive.
2 Destination
23 Selectname and folder QURL
2h Select a resource | |'|
(&) Local file
2c Select storage - )
| Browese... | I'Wikings_SWWWSLUMMNexus1 000v-vwsum.1.59.3.0va
3 Ready to complete —
Next Cancel ;
7. Review the details and click Next.
Deploy OVF Template ) »
1 Source Review details
Werify the OWF ternplate details
v 1a Select source
Product Yirtual Switch Update Manager
Accept License
1t agreements Version 153
2 Destination Wendor Cisco Systerms Inc
2a Select name and folder Publisher @ Mo certificate present
2b Select a resource Download size 4.2 0GB
. ; Unknown ithin provisioned)
2c Select storage
Size on disk B0.0 GB fhick provisioned)
2d Customize template o - - ;
Description Cisco Virual Switch Update Manager
3 Ready to complete
Back Next Cancel
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8. Click Accept to accept the License Agreement and click Next.
9. Name the Virtual Machine, select the FlexPod_DC datacenter and click Next.

10. Select the FlexPod_Management cluster and click Next.

11. Select infra_datastore_1 and the Thin Provision virtual disk format and click Next.

Deploy OVF Template

42

1 Source Select storage

Select location to stare the files for the deployed termplate
~  1a Select source

v Th Review details

virtual machine configuration files and all of the vitual disks.

" 2Za Select name and folder

v 2h Select a resource Hame Capacity Frovizioned Fraae

B infra_datastare_1 500.00 GB 182.44 GB 420.06 GB
B infra_swap 100.00 GB 26.06 B 99.97 GH

2d Setup networks
B datastore? (1) T.a0GHE 258.00 MB 5.66 GB

2e Customize template
E datastoret T.A0GB 858.00 MB 5.66 GB

3 Reaily to complete
1
Back Next

Type
MNFS w3
MFS w3
WFS
WhFS

Selectvirtual disk format: | Thin Provision =
. 1 Accept License .
Agreements WM Storage Policy: Diatastare Default -~ | 0
2 Destination The following datastores are accessible from the destination resource that you selected. Select the destination datastare for the

Storage DRES

Cancel

12. Select the MGMT Network and click Next.

13. Fill in the Networking Properties.

14. Expand the vCenter Properties and fil those in.
15. Click Next.

16. Review all settings and click Finish.

17. Wait for the Deploy OVF template task to complete.

18. Select the Home button in VMware vSphere Web Client and select Hosts and Clusters.

19. Expand the FlexPod_Management cluster and select the Virtual Switch Update Manager VM.

20. In the center pane, select Launch Remote Console. If a security warning pops up, click Allow.
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21. If a security certificate warning pops up, click Connect Anyway.
22. Power on the Virtual Switch Update Manager VM.

23. Once the VM has completely booted up, log out and log back into the VMware vSphere Web Client.

Register the Cisco Nexus 1000V in VMware vCenter

VMware vSphere Web Client

To register the Cisco Nexus 1000V, complete the following steps:

1. After logging back into the VMware vSphere Web Client, Cisco Virtual Switch Update Manager
should now appear under the Home tab. Select Cisco Virtual Switch Update Manager.

2. Under Basic Tasks, select Nexus 1000V.
3. Click Install.
4. In the pane on the right, select FlexPod_DC.

5. Under Nexus1000v Switch Deployment Process, select | already have a control place (VSM) de-
ployed.

6. Enter the IP Address of the VSM and the admin password.
7. Click Finish.

8. Click the Home button.

9. Select Cisco Virtual Switch Update manager.

10. Under Basic tasks, select Nexus 1000v.

11. Click Configure.

12. In the pane on the right, select FlexPod_DC.

13. The Nexus 1000v Switch should appear under the Choose an associated Distributed Virtual Switch
section.

Perform Base Configuration of the Primary VSM

SSH Connection to Primary VSM

To perform the base configuration of the primary VSM, complete the following steps:

1. Using an SSH client, log in to the primary Cisco Nexus 1000V VSM as admin.

2. Run the following configuration commands.

config t
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ntp server <<var switch a ntp ip>> use-vrf management
ntp server <<var switch b ntp ip>> use-vrf management
vlan <<var_ ib-mgmt vlan id>>

name IB-MGMT-VLAN

vlan <<var nfs vlan id>>

name NFS-VLAN

vlan <<var vmotion vlan id>>

name vMotion-VLANvlan <<var vm-traffic vlan id>>
name VM-Traffic-VLAN

vlan <<var native vlan id>>

name Native-VLAN

vlan <<var_ iscsi_a vlan id>>

name iSCSI-A-VLAN

vlan <<var iscsi b vlan id>>

name iSCSI-B-VLAN

vlan <<var_ pkt-ctrl vlan id>>

name Pkt-Ctrl-VLAN

exit

port-profile type ethernet system-uplink

vmware port-group

switchport mode trunk

switchport trunk native vlan <<var native vlan id>>

switchport trunk allowed vlan <<var ib-mgmt vlan id>>, <<var nfs vlan_ id>>,
<<var vmotion vlan id>>, <<var vm-traffic vlan id>>

channel-group auto mode on mac-pinning
no shutdown

system vlan <<var_ ib-mgmt vlan id>>, <<var nfs vlan id>>,
<<var vmotion vlan id>>, <<var vm-traffic vlan id>>

# Any VLAN that has a VMKernal port should be assigned as a system vlan on both the uplink and the
vEthernet ports of the virtual switch.

system mtu 9000
state enabled

port-profile type ethernet iscsi-a-uplink
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vmware port-group

switchport mode trunk

switchport trunk native vlan <<var iscsi a vlan id>>
switchport trunk allowed vlan <<var iscsi a vlan id>>
no shutdown

system vlan <<var iscsi _a vlan id>>

system mtu 9000

state enabled

port-profile type ethernet iscsi-b-uplink

vmware port-group

switchport mode trunk

switchport trunk native vlan <<var iscsi b vlan id>>
switchport trunk allowed vlan <<var iscsi b vlan_ id>>
no shutdown

system vlan <<var iscsi b vlan id>>

system mtu 9000

state enabled

port-profile type vethernet IB-MGMT-VLAN

vmware port-group

switchport mode access

switchport access vlan <<var ib-mgmt vlan id>>

no shutdown

system vlan <<var_ ib-mgmt vlan id>>

state enabled

port-profile type vethernet NFS-VLAN

vmware port-group

switchport mode access

switchport access vlan <<var nfs vlan id>>

no shutdown

system vlan <<var nfs vlan id>>

state enabled

port-profile type vethernet vMotion-VLAN

vmware port-group
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switchport mode access

switchport access vlan <<var vmotion vlan id>>
no shutdown

system vlan <<var vmotion vlan id>>

state enabled

port-profile type vethernet VM-Traffic-VLAN
vmware port-group

switchport mode access

switchport access vlan <<var vm-traffic vlan id>>
no shutdown

system vlan <<var vm-traffic vlan id>>

state enabled

port-profile type vethernet nlkv-L3

capability 13control

vmware port-group

switchport mode access

switchport access vlan <<var ib-mgmt vlan id>>
no shutdown

system vlan <<var_ ib-mgmt vlan id>>

state enabled

port-profile type vethernet i1iSCSI-A-VLAN
vmware port-group

switchport mode access

switchport access vlan <<var iscsi a vlan id>>
no shutdown

system vlan <<var iscsi a vlan id>>

state enabled

port-profile type vethernet i1iSCSI-B-VLAN
vmware port-group

switchport mode access

switchport access vlan <<var iscsi b vlan id>>
no shutdown

system vlan <<var iscsi b vlan id>>
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state enabled

exit

copy run start

Add VMware ESXi Hosts to Cisco Nexus 1000V

VMware vSphere Web Client

To and VMware ESXi hosts, complete the following steps:

1.

8.

9.

Back in the Vmware vSphere Web Client, from the Home tab, select Cisco Virtual Switch Update
Manager.

Under Basic Tasks, select Nexus 1000V.

Select Configure.

Select the FlexPod_DC datacenter on the right.

Select the VSM on the lower right.

Click Manage.

In the center pane, select the Add Host tab.

Expand the FlexPod_Management ESXi Cluster and select both FlexPod Management Hosts.

Click Suggest.

10. Scroll down to Physical NIC Migration and expand each ESXi host.

11

. On both hosts, unselect vmnic0Q, and select vmnic1. For vmnic1, select the system-uplink Profile. Se-

lect vmnic2 and select the iscsi-a-uplink Profile. Select vmnic3 and select the iscsi-b-uplink Profile.
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& Physical NIC Migration (7]
Physical NIC= Profile Source Profile
[] wminicO 11 kv-eth-G ySwitch -
[+ wminic systermn-uplink
[+ wmnic2 iscsi-a-uplink iScsiBootySwitch
[+ vmnic3 iscsi-b-uplink wSuitchl
¥ [Zl1-h2.fel rp netapp.corm
[ ] wmnicO 11 kv-eth-B wEwitchi
[+ wminic systerm-uplink
[+ wmnic2 iscsi-a-uplink iScsiBootySwitch

Select All

Select one or more PRICS to move.

12. Scroll down to VM Kernel NIC Setup and expand both ESXi hosts.

13. All VMkernel ports should already have the appropriate checkboxes selected.

& VM Kernel NIC Setup AW
Wmbkemel MICs L= Capable Profile Source Profile
[+] wrriki | nlk-L3 wSwitchi
[+ wmk1 [ | ISCE-AYLAMN iScsiHootSwitch
[+] wmkz2 [ | ISCS1-B-VLAM WSt
[+] wmk3 [ | [ F S-WLARMN wSwitchO
[+] wrmkd [ | whiotion-YLARN wESwitchi
¥ [Ef1-hz f rip netapp.com
[+ wrmki ~ il k-L3 wSwitchi
[+ wrmk1 B IS5 EAMLAR iScsiBootrSwitch -
[ Select Mone ] [ M e
Chooze one or more vmkMICs to move. * Denotes a new Kernel MIC to be added.

14. Scroll down to VM Migration and expand both ESXi hosts.

15. Select the IB-MGMT-VLAN profile for the VSUM and vCenter Virtual Machines.
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VM Migration i

n

Wirtual Machine MICs Frafile Source Profile
v [Jfd1-h1 fl rtp netapp cam
¥ Wirtual Switch Update Manager
+ Metwork adapter 1 |B-MGMT-LARN wEwitchi
¥ [Jf1-h2 fl rtp . netapp.com
¥ full-vc1
+ |B-MGMT-WLAN v

Select Mone

Finizh Feset

16. Click Finish.

# The progress of the virtual switch installation can be monitored from the c# interface.

Migrate ESXi Host Redundant Network Ports to Cisco Nexus 1000V

To migrate the ESXi host redundant network ports, complete the following steps:

1. In the VMware vSphere Web Client window, select Home > Hosts and Clusters.
2. On the left expand the Datacenter and cluster, and select the first VMware ESXi host.
3. Inthe center pane, select the Manage tab, then select Networking.

4. Select vSwitchQ. All of the port groups on vSwitchO should be empty. Click the red X under Virtual
switches to delete vSwitchO.

5. Click Yes to remove vSwitchO. It may be necessary to refresh the Web Client to see the deletion.
6. Delete iScsiBootvSwitch and vSwitch1.

7. The Nexus 1000V VSM should now be the only virtual switch. Select it and select the third icon
above it under Virtual switches (Manage the physical network adapters connected to the selected
switch).

8. Click the green plus sign to add an adapter.

9. For UpLink03, select the system-uplink port group and make sure vmnicQ is the Network adapter.
Click OK.
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10. Click OK to complete adding the Uplink. It may be necessary to refresh the Web Client to see the
addition.

11. Repeat this procedure for the second ESXi host.

12. From the SSH client that is connected to the Cisco Nexus 1000V, run show interface status to verify
that all interfaces and port channels have been correctly configured.

22 Fyl1-vsm.fyl.rtp.netapp.com - PuTTY [_ O]
Y

routed
trunk
trunk
trunk
trunk
trunk
trunk
trunk

trunk
trunk
trunk

auto
auto
auto
auto
auto
auto

auto

13. Run show module and verify that the two ESXi hosts are present as modules.
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&2 Fyl1-vsm.fvl.rtp.netapp.com - PuTTY =]
Y

firlli—s o modinle
Maod -tz Module-Type fiod=l
r Module
Hodule
Hodule
Hodule

i 6.0.0 Reles

fvli-hi
fvll-hz

* this terminal = ;
fwll-s | -

14. Run copy run start.

Cisco Nexus 1000V vTracker

SSH Connection to Primary VSM

The vTracker feature on the Cisco Nexus 1000V switch provides information about the virtual network.
environment. To connect SSH to the primary VSM, complete the following steps:

1. From an ssh interface connected to the Cisco Nexus 1000V VSM, enter the following:

config t

feature vtracker

copy run start

show vtracker upstream-view
show vtracker vm-view vnic
show vtracker vm-view info
show vtracker module-view pnic

show vtracker vlan-view
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show wvtracker wvlan-view

c = Jlan

Jula]s

Hodule 3
Virtual : =h. . Ldapt 1

Maodu
fwll
fwll
Hodule 3
Hodule
Hodule 3
Hodule
Hodule 3
Hodule
Hodule 3
Hodule

ok

| IR ="y 3]

b

fwll-wsmiconfig) # I
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I ————————————

NetApp Virtual Storage Console (VSC) 6.1 Deployment Procedure

This section describes the deployment procedures for the NetApp Virtual Storage Console (VSC).

VSC 6.1 Pre-installation Considerations

The following licenses are required for VSC on storage systems that run clustered Data ONTAP 8.3.1:

Protocol licenses (NFS and FCP)
FlexClone (for provisioning and cloning only)
SnapRestore (for backup and recovery)

SnapManager suite

Install VSC 6.1

To install the VSC 6.1 software, complete the following steps:

1.

8.

9.

Build a VSC virtual machine with Windows Server 2012 R2, 4GB RAM, two CPUs, and one virtual
network interface in the <<var ib mgmt vlan id>> VLAN. The virtual network interface should be
a VMXNET 3 adapter.

Bring up the VM, install VMware Tools, assign IP addresses, and join the machine to the Active Di-
rectory domain.

Activate Adobe Flash Player in Windows Server 2012 R2 by installing Desktop Experience under the
User Interfaces and Infrastructure Feature on the VM.

Install all Windows updates on the VM.
Log in to the VSC VM as FlexPod admin user.

Download the x64 version of the Virtual Storage Console 6.1 from the NetApp Support site.

From the VMware Console, right-click the VSC-6.1-win64.exe file downloaded in step 3 and select
Run as administrator.

Select the appropriate language and click OK.

On the Installation wizard Welcome page, click Next.

10. Select the checkbox to accept the message, click Next.

‘& The Backup and Recovery capability requires an additional license.



http://mysupport.netapp.com/NOW/download/software/vsc_win/6.1/download.shtml
https://support.netapp.com/
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11. Click Next to accept the default installation location.

15 NetApp® Virtual Storage Console 6.1 for VMware vSphere - Insta... -

Destination Folder

Click Mext to install to this folder, or did: Change to install to a different folder.

Install MetApp® Virtual Storage Console 6. 1 for YMware vSphere to:

C:\Program Files\MetappWirtual Storage Console’,

=
%)
Al
[
J
m
[

< Back ” Mext = | | Cancel

12. Click Install.
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15 NetApp @ Virtual Storage Console 6.1 for VMware vSphere - Insta.. -

Ready to Install the Program

The wizard is ready to begin installation.

1

Click Install to begin the installation.
If you want to review or change any of your installation settings, dick Back. Click Cancel to
exit the wizard.

Virtual Storage Console for VMware wSphere must be registered with vCenter for the plugin
to function. You may register once installation/upgrade completes or you can register at
any time by visiting the following URL:

https:/ flocalhost:B143 /Register.html

(%]
Al
[
T
m
=1

= Back ” Install | | Cancel

3. Click Finish.

Register VSC with vCenter Server

To register the VSC with the vCenter Server, complete the following steps:

1.

A browser window with the registration URL opens automatically when the installation phase is com-
plete. If the URL does not open automatically, open https://localhost:8143/Register.html in Internet
Explorer.

Click Continue to this website (not recommended).

In the Plug-in Service Information section, select the local IP address that the vCenter Server uses to
access the VSC server from the drop-down list.

In the vCenter Server Information section, enter the host name or IP address, user name (FlexPod
admin user or root), and user password for the vCenter Server. Click Register to complete the regis-
tration.


https://localhost:8143/Register.html
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e@ @i‘bﬁpﬂﬂhﬂ_ P~ @cCe.C (= vSphere Plugin Registr... | | fr Kk iE

(g

vSphere Plugin Registration

To register the Virtual Storage Console, select the IP Address vou would like to use for the
plugin and provide the vCenter Server's IP address and port along with a valid user name
and password.

Plugin service information

Host name or IP Address: 172.20.71.41 ?

vCenter Server information

Host name or IP Address: 172.220.71.39

Part: 443

User name: Administrator@vsphere.local

User password: 'lilillllil-l -

Register |

5. After a successful registration, the storage controllers are discovered automatically.

# Storage discovery process will take some time.

Discover and Add Storage Resources

To discover storage resources for the Monitoring and Host Configuration and the Provisioning and Cloning
capabilities, complete the following steps:

1. Using the vSphere web client, log in to the vCenter Server as FlexPod admin user or root. If the
vSphere web client was previously opened, close it and then reopen it.

2. In the Home screen, click the Home tab and click Virtual Storage Console.
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vmware* vSphere Web Client f= T | Administrator@VSPHERELOCAL ~ | Help

Mavigator X (i} Home

@ J Home |

inventories
[74 vCenter Inventory Lists ~
T . Y , P
& @ @2 @=m e B o @

] Hosts and Clusters
vCenfer Hosts and Wiis and Storage Networking Content vRealize Cisco Virtual

WMs and Templates
B storage Inventory Lists Clusters Templates Libraries Orchestrator Switch Update
Manager

@ Netwaorking

[:# Policies and Profiles
() vRealize Orchestrator

VIV WV V|V V VY VYV

Virtual St cC | Virtual Storage
I virtual Storage Consale o
Administration
Monitoring
[z] Tasks
| Log Browser @ @ ,m j—_l = [|
[T Events 'J ) = 25
T Task Console Event Console wCenter Wi Storage Customization Host Profiles
¢/ Tags Operaiions Policies Specification
Manager Manager

&, New Search

Administration
[H saved Searches

@& R

Roles System Licensing
Configuration

3. Select Storage Systems. Under the Objects tab, click Actions > Modify.

4. In the IP Address/Hostname field, enter the storage cluster management IP. Enter admin for the user
name, and the admin password for password. Confirm that Use SSL to connect to this storage sys-
tem is selected. Click OK.

5. Click OK to accept the controller privileges.

Optimal Storage Settings for ESXi Hosts

VSC allows for the automated configuration of storage-related settings for all ESXi hosts that are connected
to NetApp storage controllers. To use these settings, complete the following steps:

1. From the Home screen, click vCenter > Hosts and Clusters. For each ESXi host, right-click and select
NetApp VSC > Set Recommended Values for these hosts.
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M HetApp Recommended Settings

[w] HBA/CMA Adapter Settings
Sets the recommended HBA timeout settings for Metdpp storage systems.

[w] MPIO Settings

Configures preferred paths for MetApp storage systems. Determines which of the available paths are
optimized paths (as opposed to non-optimized paths that traverse the interconnect cable), and sets the

preferred path to one of those paths.

[v] MFS Settings
Sets the recommended MFS Heartbeat settings for MetApp storage systems.

Ok Cancel

2. Check the settings that are to be applied to the selected vSphere hosts. Click OK to apply the set-
tings.

# This functionality sets values for HBAs and CNAs, sets appropriate paths, and path-selection plug-ins, and
verifies appropriate settings for software-based I/O (NFS and iSCSI).

3. Click OK.

Set Becommended Settings x

& HBAICHA Adapter Settings . Success
& MPID Settings SUccess
& MNFS Settings SUccess

(]34

For each host where settings were adjusted in the previous step, place the host in Maintenance Mode,
reboot the host, and exit Maintenance Mode.

VSC 6.1 Backup and Recovery

Prerequisites to Use Backup and Recovery Capability
Before you begin using the Backup and Recovery capability to schedule backups and restore your
datastores, virtual machines, or virtual disk files, you must confirm that the storage systems that contain the
datastores and virtual machines for which you are creating backups have valid storage credentials.

# If you plan to leverage the SnapMirror update option, add all the destination storage systems with valid
storage credentials.
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Backup and Recovery Configuration

To configure a backup job for a datastore, complete the following steps:

1. From Home screen, select the Home tab and click Storage.
2. On the left, expand the Datacenter and select Datastores.

3. Right-click the datastore which you need to backup. Select NetApp VSC > Backup > Schedule Back-
up Job.

# If you prefer a one-time backup, then choose Backup Now instead of Schedule Backup.

4. Type a backup job name and description.

# If you want to create a VMware snapshot for each backup, select Perform VMware consistency snapshot
in the options pane.

5. Click Next.

6. Select any options to include in the backup.

I Schedule Backup ?
+ 1 Details
Select the options you want to include along with this backup job
v
3 Spanned Entities [[] Initiate SnapVault update

[[] Initiate SnapMirror update
[] Perform Wiware consistency snapshot

D Include datastores with independent disks

SnapVaultintegration in V3C is supported for Clustered Data ONTAP 8.2 or higher.
1 S It int li SC rted for Clustered Data ONTAP 8.2 or high

Back Next Cancel

7. Click Next on the Options screen.
8. Click Next on the Spanned Entities screen.

9. Select one or more backup scripts if available and click Next in the Scripts screen.
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I Schedule Backup

"

v 1
v 2
v 3

¥4 4 Scripts

5 Schedule and Retention

Details
Options
Spanned Entities

5 Credentials and Alerts

7 Summary

Select the scripts you want to run along with this backup job.

Available Scripts

Selected Scripts

Back

Next

Cancel

10. Select the hourly, daily, weekly, or monthly schedule that you want for this backup job and click Next.

I Schedule Backup ©
1 Details Configure the schedule and retention settings for this job.
" 2 Options
+ 3 Spanned Entities Schedule —|ﬂo_ur13f.s.chedule details
(=) Hourly C] Backup will be perfarmed
" 4 Scripts —_—
() Daily i) Every 1 hour -
b4 5 Schedule and Retention N
() Weekly £ -
6 Credentials and Alerts Starting: 10/12/2015 ) 01:33 PM =
() Monthly = ~
7 Summary )
() Ondemandonly [5k
Retention
(*) Maximum Days: %
() Maximum Backups: =
() Backups Never Expirs
Back Next Cancel

11. Use the default vCenter credentials or type the user name and password for the vCenter Server and

click Next.
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12. Specify backup retention details as per requirements. Enter an e-mail address for receiving e-mail
alerts. You can add multiple e-mail addresses by using semicolons to separate e-mail addresses.

Click Next.
I Schedule Backup 2
v 1 Details The Backup Job will be created with the following aptions:
+' 2 Options
Name: WSC_backup
' 3 Spanned Entities
= Description: WM backup

~' 4 Scripts

infra_datastore_1
+ 5 Schedule and Retention Virtual entities to be backed up:
+ 6 Credentials and Alerts

\/ Perform this backup: Every 1 hour starting 01:33 PM at 10/12/2015.

Backup retention: Maximum of 1 day
Email notification will be senton: Always

Email notification will be sentfrom:  vsc_backup@example.com

admin@example.com

Email notification will be sent to:

Email notification SMTP host smip.example.com

] Run Job Now

Back Finish Cancel

13. Review the summary page and click Finish. If you want to run the job immediately, select the Run Job
Now option and then click Finish.

14. Click OK.

F -

Success Messange

- Successiully created a new backup job far the
\,) selected ohject

15. On the storage cluster interface, automatic Snapshot copies of the volume can be disabled by enter-
ing the following command:

volume modify -volume infra datastore 1 —-snapshot-policy none

16. Also, to delete any existing automatic Snapshot copies that have been created on the volume, enter
the following command:

volume snapshot show -volume infra datastore 1
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volume snapshot delete -volume infra datastore 1 -vserver Infra-SVM -snapshot
<snapshot name>

‘ﬁ The wildcard character, *, can be used in snapshot names in the previous command.

OnCommand Unified Manager 6.2P1

OnCommand Unified Manager OVF Deployment

To install the OnCommand Unified Manager, complete the following steps:

‘ﬁ Download and review the OnCommand Unified Manager Installation and Setup Guide.

1. Download the OnCommand Unified Manager version 6.2P1 (OnCommandUnifiedManager-
6.2P1.ova), from http://mysupport.netapp.com/NOW/download/software/oncommand cdot/6.2P1

2. Log in to the vSphere Web Client. Go to vCenter > VMs and Templates.

3. At the top of the center pane, click Actions > Deploy OVF Template.

vmware® vSphere Web Client #= U | Administrator@VSPHERELOCAL ~ | Help
Navigator P § _,J wl1-vec.fvl.rip.netapp.com Actions =
4 Home D J Summary | Monitor Manage Related Objects
) =
@ 2 a ﬁ fwli-ve.fvl.rip.netapp.com CPU FREE: 188.41 GHz
- . - -~ Virtual Machines: 34
vF|E}(F'Ud_ _Jj Actions - fvll-ve. fyl.rtp.netapp.com l Hosts. ! . USED: 3.50 GHz CAPACITY: 191.80 GHz
[ Td! FlexA Mew Datacenter... MEMORY FREE: 428.57 B
» [ infra| £ New Folder . USED: 82.08 GB CAFACITY: 511,66 GB
» B 10Me ?ﬂ Deploy OVF Template... STORAGE FREE: £.02 TB
’ EIDMe Export System Logs USED: 215.89 GB CAPACITY: 4.24 TB
[5g Assign License... E
) [ O | = Version Information
Settings L
Tag Category Desoription Version 6.0.0
Tags L L
This listis empty. Build 2EAETE
Add Permission...
Alarms [}
™ .

4. Browse the .ova file that was downloaded locally. Click Open to select the file. Click Next to pro-
ceed with the selected file.


https://library.netapp.com/ecm/ecm_get_file/ECMP1653269
http://mysupport.netapp.com/NOW/download/software/oncommand_cdot/6.2P1/
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Deploy OVF Template o 2 M
1 Source Select source :
Selectthe source location
1b Review details Enter a URL to download and install the OWF package from the Internet, or browse to a location accessible from your computer,
such as alocal hard drive, a network share, or a CD/DVD drive.
2 Destination
2a Select name and folder QOURL
2b Selectaresource | |'|
) Local file
2c Select storage
Browse... | C\Users\jgeorge\Desktop\OnCommandUnifiedManager-6.2P1.ova
3 Ready to complete ;]
] 3
Next Cancel

5. Click Next.

6. Read the EULA, then click the Accept button to accept the agreement. Click Next to continue.

Deploy OVF Template ) »
9 Grres Review details
“erify the CGVF template details
v  1a Selectsource
pl 1D Review details Product OnCommand Unified Manager
Accept License ;
Agreements Wersion
2 Destination Wendaor Ne .Inc.
2a Selectname and folde Fublisher @ Mo certificate presant
2b Selecta resource Download size 18GB
e Balort ehmrans 4 4 GB (thin provisioned)
<k SRlELeiian=E Size on disk ) .
i 152.0 GB (thick provisioned)
- B Description onCommand Unified Manager - pplication to monitor and manage Metdpp storage systems.
3 Ready tc Far mare infarmation or suppart please visit hitp:ibsssy netapp_carm
Back Next Cancel
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Deploy OVF Template

1 Source
v 1a Select source
v 1b Review details
v
2 Destination
2a Select name and folder
2b Selectaresource
2c Select storage
2d Customize template

3 Ready to complete

Accept EULAS
Acceptthe end user license agreements

BEFORE YOU CONTINUE:

This isnt a License Agreement - you've already signed that. However, you will need to remember these steps after you complete
the Deploy OVF Template wizard:

1) Power On this virtual machine
2) Click on the Console tab in the wCenter client - you will see the systemn starting up
3)Watch the Console output for final instructions and your OnCommand Unified Manager URL

Accept

Back Next Cancel

7. Enter the name of the VM and select the F1lexPod DC folder to hold the VM. Click Next to continue.

s

Deploy OVF Template

1 Source
~ 1a Selectsource

v 1b Review details

AcceptLicense

v
1 Agreements

2 Destination

2b Selectaresource

3 Ready to complete

~ 2a Selectname and folder

Select name and folder
Specify a name and location for the deployed template

Mame: |OnCDmmand Unified Manager

Select a falder or datacenter

[ @ Search |

w [ frl1-ve el rtp.netapp.com

The folder yau selectis where the entity will be located, and
will he used to apply permissions o it

The name ofthe entity must be unigue within each vCenter
Server v folder.

Back Next Cancel
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8. Select FlexPod_Management within the FlexPod_DC datacenter as the destination compute resource

pool to host the VM. Click Next to continue.

S

Deploy OVF Template

1 Source

L 1a Selectsource

Selecta resource

o

v 1b Review details

W 5. Acceptlicense
© Agreements

2 Destination

L 23 Selectname and folder

2b Selecta resource

2c Selectstorage

Selectwhere to run the deployed template

Select location to run the deployed template
Q

v g FlexPod_DC

» B 10Meter
» B 10Meter2

Select a cluster, host, wApp, or resource poal inwhich to run
the deployed template

Back Next

Cancel

format. Click Next to continue.

9. Select infra_datastore_1 as the storage target for the VM and select Thin Provision as the Virtual disk
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Deploy OVF Template 2 M
1 Source Select storage
Select location to store the files for the deployed template
v 1a Select source
v 1b Review details Selectvirtual disk format. | Thin Provision v
e AerEEELS Whi Storace Policy: Mong (i ]
2 Destination . . - —_—
The fallowing datastores are accessible from the destination resaurce that you selected. Select the destination datastore for the
v Za Select name and folder wirtual machine configuration files and all of the virtual disks.
v 2h Selecta resource Hame Capacity Frovisioned Frae Type Storage DRS
] infra_datastare_1 400.00 GB 364.75 GB 403.30 GB MFE
2d Setup networks B infra_swap 100.00 B 2452 MB 9598 GB MFE
9% CUsiERHFED tmEE B datastoret (1) 7.50 GH 857.00 MB 6.66 GH WMFS
3 Readyto complete B datastoret (4) 7.50 B 857.00 MB 6.6E GB WhiF S
4 L3
Back Next Cancel

10. Select IB-MGMT-VLAN as the destination network to the nat source network. Click Next.

11. Fill out the details for the Host Name, IP Address, Network Mask, Gateway, Primary DNS, and Sec-
ondary DNS. Click Next to continue.

12. Clear the Power on after deployment checkbox.

13. Review the configuration details. Click Finish to begin deploying the VM with the provided configura-
tion details.
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Deploy OVWF Template 7 M
1 Source Ready to complete
Review your settings selections before finishing the wizard.
v 1a Selectsource
i R AR OVF file 10,611 86.161hisolvikings_SWAOCUMONCommandUnifiedManager-6.2F1.ova
" 4. Acceptlicense Download size 1.8 GB
© Agreements ) .
o Size on disk 44068
= LT Mame COnCaommand Unified Manager
v 2a Selectname and folder Target FlexPod_Managerment
v 2b Selecta resource Datastore infra_datastore_1
+  2c Selsctstorags Folder FlexPod_DC
Disk storage Thin Provision
v 2d Setup networks
. SIS Metwork mapping nat to [B-MGMT-Y¥LARN

v 2e Customize template IF allocation Static - Manual, IPvd
¥4 3 Ready to complete Froperies Host FGDM = fvl1-ocurmn.fel.rip. netapp.com

IP Address =172.2071.42

Metwork Mask = 265 2565 25650

Gateway=172.20.71.1

Frimary DMES = 10.61.185.58

Secondary DNS =

[] Power on after deployment
Back Finish Cancal

14. On the left pane, navigate to vCenter -> Virtual machines. After OVF deployment is complete, right-
click the newly created virtual machine and select Edit Settings.

15. Click the CPU tab to expand the CPU options:

a. The minimum required CPU Reservation is 4786 MHz. Determine the CPU frequency of the

host.

b. Set the number of CPUs to the number of CPUs required (4786 / CPU Frequency of host).

c. Set the number of Cores per Socket where the Sockets number on the right matches the

number of CPU sockets in the host. For example, if a host has 2 CPUs operating at a speed
of 1999MHz, then the VM would need 4 virtual CPUs (4786 / 1999 = 2.39 - rounded to 4 vir-
tual CPUs). If the host has 2 physical CPU sockets, 2 Cores per Socket, set the CPU Reser-

vation and Limit to 4786 MHz

d. The amount of memory can be set to 8 GB.

For detailed information, refer to the OnCommand Unified Manager Installation and Setup Guide.



https://library.netapp.com/ecm/ecm_get_file/ECMP1653269
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1 OnCommand Unified Manager - Edit Settings . "' 1]

| Yirtual Hardware | W Optiohs | SORES Rules | wApp Options |

~ | cPU 4 |+ @ :
Cores per Socket | 2 |'v | Sockets: 2
CPLU Hot Plug [ | Enahle CPU Haot Add
Reservation 4786 v| [ MHz |~
Limit 4786 v||[MHz |~
Shares | Marmal |~ =
CPUID Mask | Expose the NAHD flag to guest | v | Advanced..
Hardware virtualization L ]

FPerfarmance counters

HT Sharing | Ay -]
CPUMMU | Automatic |~
Yitualization

ES¥i can automatically determine if a virtual machine should use
hardware support for vitualization based on the processor type
and the virtual machine. However, far same workloads,
overriding the automatic selection can provide better
performance.

MHote: Ifa selected setting is not supported by the host or conflicts
with existing virtual machine settings, the setting is ignored and
the "Automatic” selection is used.

lew device:

Cormpatibility: ESXIESK 4.0 and later 0/M version T) Cip Cancel

16. Click OK to accept the changes.
17. Right-click the VM in the left-hand pane. Click Power On.

OnCommand Unified Manager Basic Setup

To setup the OnCommand Unified Manager, complete the following steps:

1. Select the VM in the left-hand pane. In the center pane, select Launch Remote Console.

2. In the VMRC window, select VMRC > Manage > Install VMware Tools. VMware Tools will install in the
VM.
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~ OnCommand Unified Manager - Whdware Remote Consale . || == @
WMRC = > i 17 €
er virtual appliance...

(1) Powver LI

Remowable Dewvices 3

2o Send Crl+Alt+Del

4, Manage 4 Install Whtware Tools...

I Full Screen Ctrl+ 2t +Enter [J Message Log
Preferences E‘] Wirtual Machine Settings..  Ctrl+D
Help »

Exit

3. Set up OnCommand Unified Manager by answering the following questions in the console window:

Geographic area: <<Enter your geographic location>>

Time zone: <<Select the city or region corresponding to your time
zone>>

These commands complete the network configuration checks, generate SSL certificates for HTTPS and start
the OnCommand Unified Manager services.

4. To Create a Maintenance User account, run the following commands:

.

The maintenance user manages and maintains the settings on the OnCommand Unified Manager virtual
appliance.

Username : admin
Enter new UNIX password: <<var password>>
Retype new UNIX password: <<var password>>

5. Using a web browser navigate to the OnCommand Unified Manager using URL:
https://<<var oncommand server ip>>



FlexPod Management Tools Setup

Firefox =

OnCommand Unified Manager

& https/ficefl-ocurnicertp.netapp.com

6. Log in using the Maintenance User account credentials.

7. Select Yes option to enable AutoSupport capabilities.
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B

i OnCommand Unified Manager | + |

@ https:/ficefl-ocumiicertp.netapp.com & E’ Googis

onCommand Unified Manager Initial Setup

AutoSupport

the correct operation of OnCommand, and to assist customers in maintaining the integrity of their data centers. The
onCommand AutoSuppor service is described below.

Customer Benefits

* Evaluate, model, and deploy more efficient storage solutions

* Enable improved system availability and avoid disruptions to your business with proactive system health checks
# Save time and money with faster and maore efficient incident resolution

* Optimize your systerm operations with storage efficiency profiling

® Free 24x7 Web-hased access with valid product warranty

Security Aspects

Titme and resources have been invested to ensure that the information sentin AutoSupport messages containg minimal

Y MY ST, S
Do you wart to enable AutoSupport capabilities?

@ Yes (recommended)

_) Mo, not at this time:

onGormrmand™ is eguipped with advanced AutoSupport capabilities to provide quality support to custorners. AutoSupport sends
specific, predefined infarmation to the supportteam periodically. The support team proactively uses this information to ensure

m

By providing this data, the AutoSuppon suite ofWeb-based applications is able to provide the following benefts to custormers

Cantinue

8. Click Continue.

9. Provide the NTP Server IP address <<var_switch_a_ntp_ip>>.

10. Provide the Maintenance User Email <<var storage admin email>>.

11. Provide the SMTP Server Hostname.
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OnCommand Unified Manager Initial Setup

NTP Server:
|93.1?5.2u3.2|:||3 |

Maintenance User Email:

| admin.oncommand@netapp.com |

SMTP Server Hostname:

|3mlp.netapp.c o | (more options)

Back | | Save

12. Click Save.

13. Click Add Cluster

NetApp OnCommand Unified Manager Help = | Administration ~ | admin | Sign Out

Dashboard Events Storage ~ Protection = Jobs Reports All ¥ | Search Q

Get Started

Welcome to OnCommand Unified Manager

You can start using OnCommand Unified Manager by adding a cluster.
© Add Cluster

14. Provide the Cluster Management IP address, User Name, Password, Protocol, and Port.
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Add Cluster %

Host Mame or IP Address: [172.20.70.10

Usar Mame: | admin

Password: | 'l.ll'llll

Protocol: (@ HTTPS () HTTP

Port: | 443

Add [|  Cancel

15. Click Add.

Help ~ | Administration ~ | admin | Sign Out

NetApp OnCommand Unified Manager

Dashboard Events Storage ~ Protection - Jobs Reports Al | [ssarcn o

Get Started

Welcome to OnCommand Unified Manager
You can start using OnCommand Unified Manager by adding a cluster.
© Add Cluster

Add Cluster §
HostNsmeor P Address: (172207010 |
Authorize 172.20.70.10 host %

£, Host 172.20.70.10 you specified has identified itself with a sefisigned certificate, and the
“5 " host does not match with the common name, ful1-stcl.fvl.rtp. netapp.com

Issuing Host  ful1-stcl fvl.rtp.netapp.com
Validity: From 14 Jul 20151013 Jul 2016

Do you want 1o trust this certificate?

| View Cerificate | | ves No |

16. Click Yes to trust the certificate from the controller.

‘& The Cluster Add operation might take a couple of minutes.

17. After the cluster is added it can be accessed by clicking on the Storage tab and selecting Clusters.
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NetApp OnCommand Unified Manager

Dashboard Events Storage - Protection - Jobs Reporis All
Filters Clusters @&
5 o Clear +ﬂd:| IF’E:'. X Remove \fizw Monitoring Status | A Refresh List
O 8 Critical ] = 7 Cluster ¥ Communicali... ¥ Host Name or IP Address ¥ OS5 Version
ica
1 @) Emor O @ fitsiol Good 172.20.70.10 331
[ 4k Waming
| a Nomal
Communication Clear
Status
[] Good

[] Mot Reachable

OnCommand Performance Manager 2.0

OnCommand Performance Manager OVF Deployment

To install the OnCommand Performance Manager, complete the following steps:

‘& Download and review the OnCommand Performance Manager 2.0 Installation and Administration Guide for
VMware Virtual Appliances.

‘& Download the OnCommand Performance Manager version 2.0 (OnCommandPerformanceManager-
netapp-2.0.0.ova), from http://mysupport.netapp.com/NOW/download/software/oncommand pm/2.0/.

1. Log in to the vSphere Web Client. Go to Home > VMs and Templates.

2. At the top of the center pane, click Actions > Deploy OVF Template.


https://library.netapp.com/ecm/ecm_get_file/ECMP12406791
https://library.netapp.com/ecm/ecm_get_file/ECMP12406791
http://mysupport.netapp.com/NOW/download/software/oncommand_pm/2.0/
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@vSphere Weh Clienk x % ¥
€& - C | Zbbws//fvll-ve: 9443 vsphere-client/7csp#extensionld % 30vsphere core viTree vmsAndTemplatesy/iew

vmware® vSphere Web Client  #= 0 Help » |

Navigator | FIexPod_DC | Actions ~ E Alarms X x
/— I . fr—
4 Home L0 Getting Started |_t Actions - FlexPod_DC | Al () | Mew (D) Acknowl.

[ || = Q F AddHost..

% Mew Cluster...
v@ﬂtn-vc.ﬂrl.np.netapp.com What is a Datac '|j By LAUSter
Mew Falder

Adatacenteris tf
inventory abjects Distributed Switch

machines. From Mew virtual Machine
and organize iny )
add hosts, foldel ﬁ Mew wApp fram Library...

datacenter. $ Deploy OVF Template...

vCenter Serverc Storage

datacenters. Lap & L

multiple datacen Edit Default WM Cormpatibility... | .

organizational ur | # \Work In Progress
A2 Migrate Vi to Another Metwork...

Move To...
Rename...
Tags » ®enter Server
Add Fermission..

Alarms

3 Delete

Basic Tasks AllvRealize Orchestrator plugin Actions  » forther

N Mettpp vEC » o
—————————————— 3

Recent Tasks

Task Name Target Status Initiataor Queuad For Start Time

E] H [
hiy Tasks = Tasks Filter = hore Tasks -

3. Browse to the OnCommandPerformanceManager-netapp-2.0.0.ova file that was downloaded locally.
Click Open to select the file. Click Next to proceed with the selected file.
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Deploy OVF Template (Z) W
1 Source Select source
Select the source location
%l 1a Selectsource
1b Review details Enter a URL to download and install the CVF package from the Internet, or browse to a location accessible from your computer,
such as a local hard drive, a netwark share, or a CD/DVD drive.
2 Destination
. - = [JURL
; ) (») Local file
. | Browse... | W10.61.186.16 TisoMkings _SW\OCPMCnCommandPerformanceManager-netapp-2.0.0.ova
Next Cancel

4. Review the details and click Next.

5. Read the EULA, and then click the Accept button to accept the agreement. Click Next to continue.

Deploy OWF Template

G) »

1 Source

v 1a Select source

v 1h Review details

2 Destination
2a Selectname and folder
2h Selecta resource
2r Select starage
2d Customize template

3 Readyto complete

Accept EULAsS
Acceptthe end user license agreements

BEFORE ¥OU CONTINUE:

This isn't a License Agreement - vou've already signed that. Howewver, vou will need to remember these steps after you complete
the Deploy OWF Template wizard:

13 Power On this vitual machine
2 Click on the Consale tab inthe vCenter client - you will 2ee the system starting up
i Wiatch the Console output for final instructions and your OnCommand Performance Manager URL

Accept

Back Next Cancel
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6. Enter the name of the VM and select the FlexPod DC folder to hold the VM. Click Next to continue.

7. Select FlexPod_Management within the FlexPod_DC datacenter as the destination compute resource

pool to host the VM. Click Next to continue.

Deploy OWF Template
Select a resource

1 Source
Select where to run the deployed template
v 1a Selectsource
¥ 1b Review details )
Select location to run the deployed template
W 4. Acceptlicense
© Agreements Q
2 Destination vF|E}{PDd_DC

od_Management

v 2a Selectname and folder
Select a cluster, host, vwApp, or resource poal inwhich to run

2b Selecta resource b B 10Meter
g @ IoMeter2 the deployed template

2c Selectstorage

Back Hext Cancel

8. Select infra_datastore_1 as the storage target for the VM and select Thin Provision as the Virtual disk

format. Click Next to continue.
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Deploy OVF Template

M

1 Source Select storage

Select location to store the files for the deployed template

v Select source
v 10 Review details Selectvirtual disk format. | Thin Provision -
« 4. Acceptlicense _
b Agreements W Storage Palicy: Datastore Default =
2 Destination The fallowing datastores are accessible from the destination resource thatyou selected. Selectthe destination datastore for the
I e e virtual machine configuration files and all of the virtual disks.
v 2b Select a resource Name Capacity Frowisioned Free Type Storage DRS
WY oc selectstorage ] infra_datastore_1 500.00 GB 428.32 GH 427.86 GH MNFS w3
B infra_swap 100.00 GB 26.19 MB 99.97 GB MFS w3
2d Setup netwarks
1 datastaret (1) 7.50 GB g58.00 MB 666 GH WhFS
B datastored 7.50 GB 858.00 MB 666 GH WhiF S
4 L]
Back Next Cancel

10.

11.

12.

13.

14.

Select IB—MGMT-VLAN as the destination network to the nat source network. Click Next.

Fill out the details for the Host Name, IP Address, Network Mask, Gateway, Primary DNS, and Sec-
ondary DNS. Click Next to continue.

Clear the Power on after deployment checkbox.

Review the configuration details. Click Finish to begin deploying the VM with the provided configura-
tion details.

On the left pane, navigate to Home -> Hosts and Clusters. Expand the FlexPod_Management cluster
and select the newly create OnCommand Performance Manager VM. After OVF deployment is com-
plete, right-click the newly created virtual machine and select Edit Settings.

Expand the CPU options.

a. The minimum required CPU Reservation is 9572 MHz. Determine the CPU frequency of the
host.

b. Set the number of CPUs to the number of CPUs required (9572 / CPU Frequency of host).

c. Set the number of Cores per Socket where the Sockets number on the right matches the
number of CPU sockets in the host. For example, if a host has 2 CPUs operating at a speed
of 1999MHz, then the VM would need 6 virtual CPUs (9572 / 1999 = 4.79 - rounded to 6 vir-
tual CPUs). If the host has 2 physical CPU sockets, 3 Cores per Socket.
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‘ﬁ For detailed information, refer to the OnCommand Performance Manager 2.0 Installation and Administra-
tion Guide for VMware Virtual Appliances.

51 OnCommand Performance Manager - Edit Settings 2

| Yirual Hardware | W Options | SORE Rules | wApp Options |

~ | *cPU N: |~ @ @ :
Cores per Socket (%) | 3 | ~ | Sockets: 2
CPLU Hot Plug [ | Enable CPU Hot Add
Reservation | 4571 - | | MHz |v|
Lirmit | 8572 | [MHz |+
Shares | Morrmal |v|
CPUID Mask | Expose the NXMD flag to guest | ~ | Advanced..
Hardware virtualization i

Ferformance counters

CPUMMU | Automatic R
Yirtualization

ES¥i can automatically determine if & virtual machine should use
hardware support for vitualization based on the processaor type
and the virtual machine. However, for some workloads,
overriding the automatic selection can provide hetter
performance.

MHote: If 2 selected setting is not supported by the host or conflicts
wiith existing vitual machine settings, the setting is ignored and
the "Automatic” selection is used.

» W fiemory |122=3E= ~ | | MB |v|

Newdevice: | e Salart - -|

Compatibility: ESXIESK 4.0 and later W version T o] Cancel

15. Click OK to accept the changes.
16. Right-click the VM in the left-hand pane. Click Power On.

OnCommand Performance Manager Basic Setup

To setup the OnCommand Performance Manager, complete the following steps:

1. Select the VM in the left-hand pane. In the center pane, select Launch Remote Console.


https://library.netapp.com/ecm/ecm_get_file/ECMP12406791
https://library.netapp.com/ecm/ecm_get_file/ECMP12406791
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2. In the VMware Remote Console window, select VMRC > Manage > Install VMware Tools. VMware
Tools will install in the VM.

~ OnCommand Performance Manager - Whiware Remote Consale . =0 | B @
WMRC = - .&, i &
i (1) Power Wanager wirtual appliance. ..
Remowvable Devices 4
0 Send Ctrl+Alt+Del
4, Manage k Install Whtware Tools...
TT  Full Screen Ctrl+&lt+Enter [J Message Log
Preferences ':E'I Wirtual Machine Settings...  Ctrl+D
Help b
Exit:

3. Set up OnCommand Performance Manager by answering the following questions in the console win-
dow:

Geographic area: <<Enter your geographic location>>
Time zone: <<Select the city or region corresponding to your time zone>>

These commands complete the network configuration checks, generates SSL certificates and starts the
OnCommand Performance Manager services.

1. To Create a Maintenance User account, run the following commands:

# The maintenance user manages and maintains the settings on the OnCommand Performance Manager
virtual appliance.

Username : admin
Enter new UNIX password: <<var password>>
Retype new UNIX password: <<var password>>

2. Using a web browser navigate to the OnCommand Performance Manager using URL: https://
<<var_ oncommand pm ip>>

3. Log in using the Maintenance User account (admin) credentials.
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4. Enter a Maintenance User Email Address, SMTP Mail Server information, and the NTP server IP ad-
dress. Click Save and go to next step.

5. Select yes option to enable AutoSupport capabilities. Click Save and go to next step.
6. Click Save and go to next step to not change the admin password.

7. Enter the storage cluster host name or IP address, the storage cluster admin user name, and the
storage cluster admin password. Click Add Cluster, then click Save and Complete Configuration. It
may take up to 15 minutes for the cluster to be visible in OnCommand Performance Manager.

NetApp OnCommand Performance Manager Help = | Administration | admin~ | Sign Out

Dashboard Events Storage ~ Configuration ~ Type: All ~ | Search all Storage Objects Search All
All Clusters in Your Environment @ Last updated: 01:33 PM, 13 Oct
Cluster: fvl1-stcl View Cluster Details
Latency 10PS 48.7 MBps <1 Disk Utilization 1% Node Utilization 2%
SVMs Vvolumes LUNS Nodes SVMs Nodes SVMs Aggregates Nodes

8. After the cluster is added it can be accessed by clicking on Administration > Manage Data Sources.

NetApp OnCommand Performance Manager Help ~ | Administration | admin~ | Sign Out

Dashboard Events Storage ~ Configuration ~ Type: All = Search all Storage Objects Search All
Management Manage Data Sources @
Users + Add # Edit * Remove
Name Host Name or IP A Protocol Port User Name Status Status Message
Setup O | fvi-stl 172.20.70.10 HTTPS 443 admin MNormal
Authentication
AutoSupport

Email
HTTPS Certificate
Network

NTP Server

Link OnCommand Performance Manager to OnCommand Unified Manager

To link OnCommand Performance Manager to the OnCommand Unified Manager, complete the following
steps:

1. Using a web browser navigate to the OnCommand Unified Manager using URL: https://
<<var oncommand server ip>>.Log in with the Maintenance user id and password setup earlier.
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2. In the OnCommand Unified Manager web interface, select Administration > Manage Users to set up
an Event Publication user.

3. Click Add to add a user.

4. Leave the Type set to Local User. Use eventpub as the Name and enter and confirm a password.
Enter an email address for this user and set the Role to Event Publisher. Click Add.

e

Add User i ><

Authentication server is either dizabled or not configured. To add a
remote user or group, enable or configure the authentication server

from Sefup Options.

Type: | Local User S

Mame: | eventpub
FPassword, | eeesesses
Confirm Paszword.  sssssssss

Email: | eventpub@netapp.com|

Role: | Event Publizher S

Add Cancel

5. At the OnCommand Performance Manager console window, log into the Command Line Interface
with the Maintenance User (admin) defined earlier.

6. Enter 5 to select Unified Manager Connection.
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| fﬂntummand Performance Manager - YMware Remote Console !E
YMRC - < &;l' ) &

For regular system operation and usage, use the UI.

pcpH login: adMin
Linux OnCommdand 3.2.8-4-amdb4d #1 SMP Debian 3.2.68-1+deb?ul xB6_6G4
OnCommand Performance Manager Maintemance Console

Uersion : 2.8.8
System ID ! Bcdelb72-8af5-446b-8eB88-45deefd76778
Status : Rumming

Menu

Upgrade

Network Configuration
System Configuration
Support-sDiagnostics
Unified Manager Cownnection
External Data Provider
Backup-Restore

1
2
3
4
b
[
7

x Exit

Enter your choice: 5_

7. Enter 2 to Add / Modify Unified Manager Server Connection.
8. Entery to continue.

9. Enter the OnCommand Unified Manager FQDN or IP Address.
10. Hit Enter to accept the default port 443.

11. Enter y to accept the Unified Manager Security Certificate.
12. Enter eventpub for the Event Publisher User Name.

13. Enter the eventpub password.

14. Enter y to accept the entered settings.

15. Press any key to continue.

16. Exit the OnCommand Performance Manager console. OnCommand Performance Manager events will
now appear in the OnCommand Unified Manager Dashboard.

NetApp NFS Plug-In 1.1.0 for VMware VAAI

Enable VMware vStorage for NFS in Clustered Data ONTAP

To enable VMware vStorage for NFS in clustered Data ONTAP, complete the following steps:



FlexPod Management Tools Setup

1. From an SSH session to the storage cluster management address, log in with the admin user name
and password.

2. Enable vStorage on the Vserver.

vserver nfs modify -vserver Infra-SVM -vstorage enabled
3. Verify that the export policy rules are set up correctly.

vserver export-policy rule show -vserver Infra-SVM

Sample output:

NetApp::> vserver export-policy rule show -vserver Infra-SVM

Policy Rule Access Client RO
Vserver Name Index Protocol Match Rule
Infra-SvM default 1 nfs 192.168.170.61 sys
Infra-SvM default 2 nfs 192.168.170.60 sys
Infra-sSvM default 3 nfs 192.168.170.58 SyS
Infra-SvM default 4 nfs 192.168.170.59 sys
Infra-SvM default 5 nfs 192.168.170.62 sys
Infra-sSvM default 6 nfs 192.168.170.63 SyS

6 entries were displayed.

4. The access protocol for the FlexPod policy name should be NFS. If the access protocol is not “nfs”
for a given rule index, run the following command to set NFS as the access protocol:

vserver export-policy rule modify -vserver Infra-SVM -policyname default -
ruleindex <<var rule index>> -protocol nfs

Install NetApp NFS Plug-In for VMware VAAI

To install the NetApp NFS plug-in for VMware vStorage APIs for Array Integration (VAAI), complete the
following steps:

1. From a console interface on the NetApp VSC VM, go to the Software Downloads page in the NetApp
Support site.

2. Scroll down to locate the NetApp NFS Plug-in for VMware VAAI, select the ESXi6.0 platform, and
click Go.

3. Click View & Download.
4. Click CONTINUE.

5. Click Accept.


http://support.netapp.com/NOW/cgi-bin/software/
http://support.netapp.com/
http://support.netapp.com/
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6. Download the .vib file of the most recent plug-in version to the VSC VM Desktop as

NetAppNasPlugin.vib.

L It is important that the file be saved as NetAppNasPlugin.vib.

7. On the VSC VM Desktop, move the NetAppNasPlugin.vib file to the C:\Program Files\NetApp\Virtual
Storage Console\etc\vsc\web folder.

File Home Share Wiew v @
.:(__-j - 4 | L. <=« MNethpp » Virtual Storage Console » etc » wvsc » web v & | ‘ Search web o |
<k Favorites Mame - Date modified Type Size
B Desktop |4 linux_gos_timeout_190-install 0/23/2015 3:19 PM Disc Image File 372 KB
& Downloads |24 linux_gos_timeout-install 9/23/2015 3:19 PM Disc Image File 382 KB
"5l Recent places || NethppMasPlugin.vib 10/13/2015 137 ...  VIB File 356 KB
M solaris_gos_timeout_190-install 0/23/2015 3:19 PM Disc Image File 368 KB
1M This PC |g| solaris_gos_timeout-install G/23/2015 319 PM Disc Image File 368 KB
|£4] windows_gos_timeout 9/23/2015 3:19 PM Disc Image File 54 KB
?! Metwork |g| windows_gos_timeout_190 9/23/20153 19 PM Disc Image File M KB

8. Go to the VMware vSphere Web Client and select VSC. Click on NFS VAAI Tools. Make sure NFS
Plug-in for VMware VAAI Version: 1.1.0-0 is shown.

vmware" vSphere Web Client

A=

Updated at 10:44 AM ) | Administrator@VSPHERE.LOCAL ~

| Help ~

Q, Search

e ———)

| Navigator X [Z5 NFS VAAI Tools
—————
Jtlome O NFS Plug-in for Viware VAAI
SRS s The NFS plug-in for Viware VAAl is a software library that integrates with Vidware's Virtual Disk Libraries, which are installed onthe ESXi hosts. These
I Summary libraries enable ViMware to execute various primitives on files stored on Metdpp storage systems. You can install the plug-in on a host using VSC.
m Storage Systems >

Backup Jobs
&# Backup Policies
~ Tools
@& Guest 0S Tools
E& Configuration
[¢3] optimization and Migrati...

vCenter Server: | fy4ycfvi.rtp.netapp.com |~ )

NF S Plug-in for VMware VAAI Version: 1.1.0-0

Note: Before you install NFS plug-in for VMware VAAL check the release notes for more information concerning the latest version of the plug-in.

Install on Host

9. Click Install on Host. Select all Hosts on which you want to install the plug-in.
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I NFS Plug-in for VMware VAAI x

Selectthe hosts on which you wantto install the NFS Plug-in for Wilware WAAlL Incompatible
ESX/ESKi hosts are not selectable.

B f1-h1fd.rp.netapp.com
M B

ful1-h2 fvl.rtp.netapp.com

10. Click Install then click OK.

11. One at a time, put each ESXi host into Maintenance Mode, reboot the host, then Exit Maintenance
Mode. It may be necessary to manually migrate VMs to the other host to allow the host to enter
Maintenance Mode.

12. When the reboots have completed, in the vSphere Web Client from the Home page, click Storage,
then select the infra_datastore_1 datastore. Select Settings under the Manage tab in the center
pane. Hardware Acceleration should now show Supported on all hosts as shown below. All NFS
datastores should now support Hardware Acceleration.

vmware: vSphere Web Client  #= Updated at 1044 AM ) | Administrator@VSPHERELOCAL ~ | Help ~ |
Navigator X [ infra_datastore_1 Actions - =
4 Home 'O Summary  Monitor ‘ Manage | Related Objects

W IERE:!
w [ fl1-ve.ful tp. netapp.com -
w [l FlexPod_DC_1

[Seﬂings ‘ Alarm Definitions | Tags | Permissions | Scheduled Tasks | Files ]

E datastore1 “ Broperties
B oatastoret (1) m Name infra_datastore_1
BEfi1-h3 Device Backing
Bnitna Type NFS 3
" Connectivity with Hosts
BEf1-hs Maximum file size 1597 7B
Capability sets
E31d1-nd Maximum virtual disk size ~ 15.81TB
= infra_datastore_1 >
Hinfra_swap - Capacity
Eiom1_datastore_1 .
Biom1_nfs » Capacity 432.41 GBfree out of 500.00 GB
Hiom1_nfs2
o Datastore Capabilities
iom1_swap
Eliom2_datastore_1 » Storage /O Control Disabled
gioijscsH » Hardware Acceleration Supported on all hosts
iom2_iscsi2
Biom2_nfs1
Biom2_nfs2

l B iom2_ROM_Wap Yl
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